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Abstract

SPECTRUM LAB Department of Electrical Engineering 
Indian Institute of Science, Bangalore

In this thesis, we consider 2-D analysis of speech spectrograms. We consider a 
spectrotemporal patch and model it as a 2-D amplitude-modulated and frequency-
modulated (AM-FM) sinusoid. Demodulation of the spectrogram yields the 2-D AM and 
FM, which correspond to the slowly varying vocal-tract envelope and the excitation, 
respectively. For solving the demodulation problem, we rely on the complex Riesz 
transform, which is a 2-D extension of the 1-D Hilbert transform. The demodulation 
viewpoint brings forth many interesting properties of the speech signal. The 
spectrotemporal carrier helps us identify time-frequency regions that are coherent and 
those that are not. Based on this idea, we introduce the coherencegram corresponding 
to a given spectrogram. The temporal evolution of the pitch harmonics can also be 
characterized by the orientation at each time-frequency coordinate resulting in the 
orientationgram. We show that these features collectively enable solutions for the 
important problems of voiced/unvoiced segmentation, time-frequency aperiodicity 
estimation, periodic/aperiodic component separation, and pitch tracking. The 
spectrotemporal amplitude characterizes the time-varying magnitude response of the 
vocal-tract filter. We use the spectrotemporal amplitude, pitch, aperiodicity, and voiced/
unvoiced decisions for the task of speech reconstruction in a spectral synthesis model 
and WaveNet, which is a neural vocoder. The quality of the synthesized speech is 
assessed using both objective and subjective measures. We show that conditioning 
WaveNet on the spectrotemporal features results in high-quality speech synthesis that 
is on par with state-of-the-art vocoders, namely WORLD and STRAIGHT.
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Abstract

Speech signals possess a rich time-varying spectral content, which makes their

analysis a challenging signal processing problem. Developing methods for accurate

speech analysis has a direct impact on applications such as speech synthesis, speaker

recognition, speech recognition, voice morphing, etc. A widely used tool to visualize

the time-varying spectral content is the spectrogram, which represents the spectral

content of the signal in the joint time-frequency plane. A spectrogram can be

viewed as a collection of several localized spectrotemporal patches. By analyzing

the structure of two-dimensional (2-D) patterns in the spectrogram, we propose

modeling it using 2-D amplitude-modulated and frequency-modulated (AM-FM)

sinusoids. The justification for the 2-D AM-FM model for speech can be provided

based on the physical process behind its generation. From a speech production

perspective, the AM and FM components correspond to the vocal-tract smooth

envelope and excitation signal, respectively. We demonstrate that analyzing speech

jointly in time and frequency reveals several important characteristics, which are

otherwise not evident either in purely time-domain or frequency-domain analysis.

The central problem in this dissertation is 2-D demodulation of a speech spec-

trogram, which yields 2-D AM and FM components. We advocate the use of the

Riesz transform, which is a 2-D extension of the Hilbert transform, to demodulate

narrowband and pitch adaptive spectrograms. Interestingly, the 2-D AM and FM

components obtained as a result of demodulation have potential benefits for speech

1
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analysis. We demonstrate the impact of the proposed modeling technique for vocal

tract filter estimation, voiced/unvoiced component separation, pitch tracking, speech

synthesis, and periodic/aperiodic decomposition of speech signals. The accuracy

of the estimated speech parameters is validated considering the task of speech

reconstruction.

The first part of the thesis is focused on theoretical developments related to

2-D modeling. We consider prototypical 2-D cosine signals, analyze their Fourier

transform properties, solve the problem of demodulation of a 2-D AM-FM cosine

signal and extend the model to spectrotemporal patches. Following this, we examine

the taxonomy of time-frequency patterns in the FM component, highlighting the

salient attributes of di↵erent types of phonation in speech. We show that 2-D patterns

specific to di↵erent speech sounds (voiced/unvoiced) can be captured by computing

two novel time-frequency maps from the 2-D FM component: the coherencegram

and orientationgram. The usefulness of the maps is demonstrated for the problem

of periodic and aperiodic decomposition of speech signals.

In the second part, we use the FM component for estimating the source pa-

rameters. We show that the FM component is a rich representation of the source

signal in 2-D and use it to estimate the speaker’s fundamental frequency (or pitch),

speech aperiodicity, and voiced/unvoiced segmentation of the speech signal. We

propose novel spectrotemporal features for voiced and unvoiced segmentation of

speech. In contrast to time-domain features such as short-time energy, zero crossings,

and autocorrelation coe�cients, the proposed features are relatively insensitive

to local variations of the speech waveform. The FM component is obtained by

demodulating the narrowband speech spectrogram, which exhibits high frequency

resolution. Consequently, the FM component encodes the speaker’s pitch. Hence, we

propose methods for estimating the pitch from the FM component. Another critical

component of a speech signal is its aperiodicity. Voiced sounds are quasi-periodic

and have a noise component of strength relatively weaker than unvoiced sounds.
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Abstract 3

Utilizing the time-frequency properties of the FM component, we propose methods

for the estimation of speech aperiodicity.

While the FM component is used to estimate the source parameters, the 2-D

AM component models the slowly varying vocal-tract filter. However, estimation

of the vocal-tract filter is challenging due to its interaction with the quasi-periodic

excitation. Two issues arise in this context: the first one is related to the length of the

analysis window used for computing the spectrogram. We argue that a fixed-length

analysis window is not ideal for vocal tract estimation. We show that the best

results can be obtained by adapting the window length to the speaker’s pitch while

computing the spectrogram. Such a spectrogram is referred to as the pitch-adaptive

spectrogram. The second issue is related to the processing involved in demodulation,

which has the undesirable e↵ect of broadening the formant bandwidths. Hence,

we propose a method to compensate for the formant broadening. It is crucial to

estimate the optimum formant bandwidths as they determine the shape of the vocal

tract filter and govern speech intelligibility during synthesis.

The e↵ectiveness of the estimated source and filter parameters is shown by

incorporating them in a spectral synthesis model and a neural vocoder for speech

reconstruction. For neural vocoder, we use WaveNet, which is a deep generative

model for audio generation. By conditioning the model on acoustic features, one can

guide WaveNet to produce realistic speech waveforms. We use the Riesz transform-

based acoustic features as conditional features in WaveNet vocoder. The quality of

generated speech waveforms is evaluated by using objective and subjective measures.
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Chapter 1

Introduction

Speech communication is one of the most e↵ective ways of communication in our

everyday life. Humans produce speech by expelling air from the lungs through

the layrnx and controlling the vocal-fold vibrations and vocal-tract shape. In the

process, the acoustic energy gets modulated and comes out in the form of speech.

The modulations carry a distinct acoustic signature and are important to analyze

in numerous applications such as speech synthesis, automatic speech recognition,

speech enhancement, design of psychoacoustic stimuli, speech coding, etc. Speech is

a nonstationary signal, which also means that the modulations vary with time in a

seamless fashion. The fundamental problem of studying the modulations constitutes

the speech analysis task and the nonstationarity makes the analysis challenging.

One typically resorts to the assumption of quasi-stationarity, i.e., the signal is

assumed to be relatively stationary over short durations (typically, 20 to 30 ms long).

Processing of speech signals over short time windows is referred to as short-time

analysis. Consecutive windowed segments are overlapped in the analysis to ensure

temporal continuity. Computing Fourier transforms of windowed segments results

in the short-time Fourier transform (STFT).

The STFT of a signal s(t) is given by

S(t,!) =

Z
1

�1

s(⌧)w(⌧ � t)ej!⌧d⌧, (1.1)

where w(t) denotes the analysis window, t denotes the time instant at which the

5
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Figure 1.1: Illustration of the short-time processing of a speech signal.

window is centered, and ! denotes the digital frequency. The magnitude-square

of STFT, i.e., |S(t,!)|2 is the power spectrum of the windowed signal at time

t. The STFT can be computed for a fixed hop duration �T at time instants

t = k�T, k = 1, 2, 3, . . . and the corresponding power spectra stacked over time yields

a t-f representation known as the spectrogram. Figure 1.1 illustrates the spectrogram

computation. Depending on the length of analysis window, the spectrogram is

usually available in two flavors wideband or narrowband. A short window gives a

wideband spectrogram and a long one results in a narrowband spectrogram. A short

window gives better temporal resolution and a long window results in better spectral

resolution. One could also vary the window length as a function of time. Features

derived from the spectrogram have been deployed for various applications such as

speech activity detection [3,4], language identification [5,6], speaker identification [7],

and speech recognition [8]. In this thesis, the narrowband spectrogram is of particular

interest and is the default meaning of the term spectrogram. Figure 1.2(a) shows a

spectrogram. A zoomed-in voiced spectrotemporal patch is shown in Figure 1.2(b).
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Figure 1.2: (a) A narrowband spectrogram along with a zoomed in voiced spec-
trotemporal patch; and (b) 3-D view of the voiced spectrotemporal patch. The
patch contains amplitude and frequency modulations of speech.

The spectrogram has been widely used mainly for visual representation and

understanding of the speech signal. Speech analysis is largely about picking the

right kind of modulations for the task at hand. One popular approach to analyze

modulations in the spectrogram is referred to as modulation filtering, which consists

of filtering the temporal trajectories of the short-time spectrum of speech [9]. Slow

temporal modulations (< 10 Hz) are associated with the syllable rate in speech,

while fast and intermediate modulations (> 10 Hz) capture the segmental transitions

such as onsets and o↵sets [10]. Modulation filtering aims at removing the spectral

content (usually due to noise) that changes slower or faster than the speech spectrum.

Humans are most sensitive to modulation frequencies in the range 4-16 Hz, which also

coincides with the rate of phoneme production. The modulation spectrum has been

shown to be important in human speech recognition [11,12]. In the literature, various

approaches have been developed for the estimation of modulation spectra [13,14],

which benefited applications such as speaker separation, audio fingerprinting, and

content identification [15–17]. In contrast, the modulations that we shall consider

in this thesis are of a di↵erent variety – we consider spectrotemporal modulations

embedded in the spectrogram and propose robust techniques to estimate them from

the spectrogram. We do not confine ourselves to short-time processing. On the
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Figure 1.3: Illustration of di↵erent approaches for speech analysis.

contrary, we analyze the speech signal over large time-frequency regions, which

has received relatively little interest compared with the short-time approaches.

A fixed approach does not give access to all the modulations. Depending on

the target modulations, speech processing algorithms can be broadly classified

as short-time analysis approaches, narrowband approaches, or spectrotemporal

approaches. Figure 1.3 compares the three approaches. Short-time approaches focus

on short segments of the signal for determining temporal properties or for estimating

spectra. Examples include linear prediction analysis [18] and cepstral analysis [19],

which have been used successfully for speech coding, speaker/speech recognition,

etc. Narrowband analysis algorithms have higher frequency resolution than time

resolution. Spectrotemporal analysis operates on larger time-frequency patches and

analyzes 2-D amplitude and frequency modulations (AM and FM, respectively).

In this thesis, our objective is to develop novel methods for spectrotemporal

modeling and analysis of speech signals. The motivation for this stems from recent

findings in auditory neuroscience. Neurophysiological studies on animal models

have shown that certain neurons in the primary auditory cortex (A1) are tuned

to specific spectrotemporal patterns of sounds [20–23]. The tuning is quantified

by studying the response of a cortical neuron to varied time-frequency patterns

[24–27]. The resulting response is referred to as the spectrotemporal receptive field

(STRF) of the neuron [28–32]. STRFs are hypothesized to detect and extract time-



November 26, 2021 3:21 World Scientific Book - 9.75in x 6.5in output

Introduction 9

frequency patterns of interest from the auditory spectrograms. Inspired by STRFs,

neurophysiology based algorithms and representations have been developed, which

have found applications in speech/non-speech separation [33], speech denoising [34],

assessment of speech intelligibility [35], and speech recognition [36], etc. The

evidence of time-frequency tuning in auditory cortical neurons forms the motivation

for this thesis with the key objective of developing spectrotemporal speech processing

algorithms.

1.1 Notations

Functions in 1-D and 2-D are denoted by lowercase and uppercase letters, respectively.

Vector quantities are denoted by boldface letters. The 1-D Fourier transform of

a signal s(t) is denoted by ŝ(!), t,! 2 R. The short-time Fourier transform is

denoted by S(t,!). The time and frequency variables are represented jointly as

! = (t,!) 2 R2. The 2-D Fourier transform of a spectrotemporal patch is given by

Ŝ(⌦t, ⌦!) =

ZZ
S(t,!) W (t,!) e�jt ⌦t�j! ⌦!dt d!,

where ⌦t and ⌦w denote the Fourier variables corresponding to t and !, respectively,

and W denotes the t-f window. The 2-D Fourier variable is represented succinctly

as ⌦ = (⌦t, ⌦!) 2 R2. The quantity will be referred to as the grating compression

transform (GCT).

The symbols R�0 denotes the set of non-negative real numbers. The symbol *

denotes convolution and �(·) denotes the Dirac delta. The operation bxc, x 2 R

gives the greatest integer less than or equal to x. The symbol r and k · k denote

the gradient operator and the `2 norm, respectively.
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1.2 AM-FM Demodulation

Central to AM-FM modeling is the problem of demodulation, which involves estimat-

ing the amplitude and frequency modulations from a given signal. The demodulation

in 1-D is typically achieved using the Hilbert transform by constructing the analytic

signal [37]. Consider the signal

x(t) = a(t) cos�(t), (1.2)

where a(t) and �(t) represent the AM and instantaneous phase/phase modulation

(PM), respectively. Typically, the modulations are slowly varying than the signal.

The demodulation problem is to determine a(t) and �(t) given x(t). Unlike the case

of a pure tone/sinusoid, the Hilbert transform of an AM-FM signal in general does

not yield the quadrature. This is where the Bedrosian theorem [38] becomes useful.

If the bandwidth of a(t) is smaller than the carrier frequency, then the Bedrosian

theorem guarantees that the Hilbert transform generates exact quadratures:

xq(t) = H{x(t)} = a(t) sin�(t).

Otherwise, the Hilbert transform generates approximate quadratures. The analytic

signal is constructed as follows:

xa(t) = x(t) + jxq(t) = a(t)(cos�(t) + j sin�(t)) = a(t)ej�(t). (1.3)

The modulus and angle of the analytic signal give the AM and PM respectively. The

instantaneous frequency or FM can be obtained as the derivative of the instantaneous

phase !i(t) =
d�(t)

dt
.

While the Hilbert transform readily solves the 1-D demodulation problem, the

2-D counterpart is not so straightforward. We need an appropriate extension of the

Hilbert transform and this is precisely where the Complex Riesz Transform (CRT)

becomes relevant [39–41].
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Vocal-tract filter estimation

Figure 1.4: Overview of the thesis.

1.3 Overview of the Thesis

The key idea is to solve the problem of demodulation in 2-D and estimate the

2-D AM and FM components from a spectrogram patch. Most speech processing

approaches have remained largely 1-D or at best “stacked 1-D” giving the impression

of a 2-D approach. On the other hand, we develop a bona fide 2-D approach based

on a sound mathematical foundation. The 2-D modeling takes into account the

mechanism of speech production and the t-f structure of various speech sounds. The

demodulation is based on the complex Riesz transform, which has recently proven

to be successful in various imaging applications. We shall show that estimation of

speech parameters such as fundamental frequency of the speaker, voiced/unvoiced

demarcation, quantification of aperiodicity, extraction of source and vocal tract filter

parameters can all be addressed by working in the spectrotemporal domain. These

parameters are useful for several tasks such as speech synthesis, voice conversion,

prosodic modifications, etc. The accuracy of the estimated parameters is assessed

by carrying out signal reconstruction. Figure 1.4 gives an overview of the thesis.

1.4 Source-Filter Model for Speech Production

Figure 1.5 illustrates the speech production system and Figure 1.6 depicts the source-

filter model of speech. The term source refers to the phonation that occurs at the

vocal folds (or glottis) during speech production and filter refers to the region from

the vocal folds to the lips, which defines the vocal tract (see Figure 1.5). Various
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Figure 1.5: Diagram for the speech production system.

Source signal

(Unknown)

Speech signal:

e(t)
<latexit sha1_base64="gzjIrNZG1c85oDzQcpdyTePiTLE=">AAAB7XicbVA9TwJBEJ3zE/ELtbTZCCbYkDss1I7ExhIT+UjgQvaWOVjZu73s7pkQwn+wsdAYW/+Pnf/GBa5Q8CWTvLw3k5l5QSK4Nq777aytb2xubed28rt7+weHhaPjppapYthgUkjVDqhGwWNsGG4EthOFNAoEtoLR7cxvPaHSXMYPZpygH9FBzEPOqLFSs4Rlc1HqFYpuxZ2DrBIvI0XIUO8Vvrp9ydIIY8ME1brjuYnxJ1QZzgRO891UY0LZiA6wY2lMI9T+ZH7tlJxbpU9CqWzFhszV3xMTGmk9jgLbGVEz1MveTPzP66QmvPYnPE5SgzFbLApTQYwks9dJnytkRowtoUxxeythQ6ooMzagvA3BW355lTSrFe+yUr2vFms3WRw5OIUzKIMHV1CDO6hDAxg8wjO8wpsjnRfn3flYtK452cwJ/IHz+QMboI4h</latexit>

(Unknown)

Vocal-tract  filter

h(t)
<latexit sha1_base64="D4reQC3RWohlCgp8ZLS0Ixv7EvM=">AAAB7XicbVA9TwJBEJ3zE/ELtbTZCCbYkDss1I7ExhIT+UjgQvaWBVb2bi+7cybkwn+wsdAYW/+Pnf/GBa5Q8CWTvLw3k5l5QSyFQdf9dtbWNza3tnM7+d29/YPDwtFx06hEM95gSirdDqjhUkS8gQIlb8ea0zCQvBWMb2d+64lrI1T0gJOY+yEdRmIgGEUrNUujMl6UeoWiW3HnIKvEy0gRMtR7ha9uX7Ek5BEySY3peG6Mfko1Cib5NN9NDI8pG9Mh71ga0ZAbP51fOyXnVumTgdK2IiRz9fdESkNjJmFgO0OKI7PszcT/vE6Cg2s/FVGcII/YYtEgkQQVmb1O+kJzhnJiCWVa2FsJG1FNGdqA8jYEb/nlVdKsVrzLSvW+WqzdZHHk4BTOoAweXEEN7qAODWDwCM/wCm+Ocl6cd+dj0brmZDMn8AfO5w8gOI4k</latexit>

s(t) = e(t) ⇤ h(t)
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Figure 1.6: The source-filter model for speech production system.

speech sounds are produced by controlling the type of source and the shape of the

vocal tract in a dynamic fashion. The glottal excitation may be quasi-periodic,

aperiodic or a mixed one depending on the type of sound. The excitation is quasi-

periodic for voiced sounds such as /a/, /e/,/i/,/o/,/u/,’ which is caused by nearly

periodic opening and closing of vocal folds. It is aperiodic/noise-like for unvoiced

sounds (when the vibrations at the glottis are absent) such as the /f/, and /s/ in

the word ‘fuss’. The vocal-tract filter acts like a tube with varying cross-sectional

area and length. The resonances of the vocal tract are called formants, which are
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characteristic to the speaker. The glottis and vocal tract are mutually interactive

and nonlinearly coupled to each other. However, the source-filter model [42] makes a

simplifying linear system assumption with independent source/excitation and filter.

The speech signal is given by a convolution of the excitation e(t) and the impulse

response h(t) of the vocal-tract filter:

s(t) = h(t) ⇤ e(t). (1.4)

In Fourier-domain, the convolution manifests as

ŝ(!) = ĥ(!)ê(!), (1.5)

where ĥ is slowly varying and ê is fast-varying. Therefore, the vocal-tract “modulates”

the excitation. Given a speech signal, the problem of estimating the source and

filter components is ill-posed. Only by taking into account the speech production

mechanism can suitable priors be constructed that allow for “deconvolution” or

“demodulation” of the excitation and filter components.

1.5 Speech Reconstruction

While speech analysis aims at estimating the source and filter parameters, the task

of speech reconstruction involves combining the estimated parameters to synthesize

an intelligible and natural-sounding speech without relying on the STFT phase. A

system that performs the analysis with the objective of reconstruction is known as the

vocoder [43]. A vocoder is an integral part of the pipeline in text-to-speech technology.

A well known vocoder is STRAIGHT [44], which stands for Speech Transformation

and Representation using Adaptive Interpolation of weiGHTed spectrum. Its successor

is the WORLD vocoder [45]. Both these vocoders follow the analysis-by-synthesis

approach. In the analysis stage, the source and filter parameters are estimated

which include the fundamental frequency of the speaker, aperiodicity parameters,

voiced/unvoiced decisions, and the frequency response of the vocal-tract filter. The
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Figure 1.7: The block diagram of spectral synthesis model used for speech recon-
struction. The phase spectrum for vocal tract and aperiodicity spectrum is modeled
using the minimum-phase approximation.

synthesis stage reconstructs the speech waveform by using the parameters obtained

in the analysis stage. A drawback of STRAIGHT and WORLD is that they require

a lot of manual tuning to obtain high quality synthesis, which has been done over

several years. The STRAIGHT and WORLD vocoder versions have evolved over

the years and achieved a high degree of perfection. Our objective is to develop

if a totally new approach relying on spectrotemporal modulations that would be

competitive with these vocoders.

1.5.1 Spectral Synthesis Model

This is a frequency-domain approach where voiced and unvoiced speech segments

are reconstructed using the V/UV decisions. Figure 1.7 shows the block diagram

of spectral synthesis model. The spectrum of a voiced speech frame is modeled as

follows:

ŝv,ti(!) = ĥti(!)êti(!), (1.6)

where êti(!) denotes the excitation spectrum comprising two parts:

êti(!) =
p

T0(1 � âti(!))p̂ti(!)| {z }
periodic part

+ âti(!)n̂ti(!)| {z }
aperiodic part

, (1.7)
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Table 1.1: Recently developed vocoders based on deep learning.

Neural vocoder type Vocoder Remark

Autoregressive

WaveNet [46]
Fully autoregressive, uses dilated convolutions

to model the long-term dependencies

WaveRNN [47] Uses a stack of Recurrent neural networks

FFTNet [48]
Uses a simplified architecture

based on FFT butterfly

LPCNet [49]
A variant of WaveRNN that combines

linear prediction with RNN

Non-autoregressive

WaveGlow [50] Flow-based generative model

Parallel WaveGAN [51] Uses GAN architecture

Neural source-filter [52] Inspired from conventional source-filter model

where in turn p̂ti(!) is the spectrum of an impulse at synthesis time-instant ti,

âti(!) is the filter response derived from the aperiodicity parameters, T0 denotes the

pitch period, and n̂ti(!) is complex white Gaussian noise with zero mean and unit

variance. The first term models the periodic part while the second one accounts for

aperiodicity in the excitation. The frequency response of the vocal-tract filter in

Equation (1.6) is given by

ĥti(!) = v̂ti(!)ej✓min,ti (!),

where ✓min,ti(!) denotes the phase spectrum derived from the magnitude spec-

trum v̂ti(!) using the minimum-phase approximation (Appendix A). Similarly, the

aperiodicity spectrum â(ti,!) is also derived using the minimum-phase approxima-

tion. At every synthesis time instant, the spectrum ŝv,ti(!) is subjected to inverse

Fourier transform (IFT) and the resulting speech segments are overlap-added (OLA)

pitch-synchronously.

The spectrum of unvoiced segments is modeled as follows:

ŝuv,ti(!) = ĥti(!)âti(!)n̂ti(!). (1.8)

The unvoiced segments are synthesized by inverting the spectrum ŝuv,ti(!) followed

by OLA.
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1.5.2 Deep Learning Models

In the past five years, there has been a surge of deep learning based vocoders, which

have surpassed traditional vocoders such as STRAIGHT and WORLD in terms

of performance. The deep learning vocoders use generative modeling techniques

for waveform generation. They are trained to learn the underlying probability

distribution of the data conditioned on the acoustic features. The acoustic features

could correspond to source, filter or a combination of both. The prominent deep

learning based vocoder is WaveNet [2, 46], which uses an autoregressive model

for waveform generation. A drawback of WaveNet is that the sample-by-sample

generation mechanism makes it considerably slow. In order to speed up waveform

generation, non-autoregressive vocoders have also been proposed — knowledge

distillation networks [53], flow-based generation [54], and generative adversarial

networks (GAN) [55]. Table 1.1 lists recently developed deep learning vocoders.

1.6 Organization of the Thesis

The chapter-wise organization of the thesis is given below.

Chapter 2: AM-FM Modeling of the Speech Spectrogram and De-

modulation in 2-D

We provide an overview of 2-D cosine signals, their AM-FM counterparts and discuss

the salient properties of their Fourier transforms. Using the source-filter theory

of speech production, we show that a voiced spectrogram-patch can be modeled

by using weighted sum of 2-D AM-FM cosines, referred to as the multicomponent

AM-FM model. One of the key findings is that the optimum model order is propor-

tional to the variations in the F0 of the speaker. In the context of the demodulation

problem, we introduce the complex Riesz transform. The estimated AM and FM are

used for estimating weights of the 2-D cosine carriers in the multicomponent model.

Objective evaluation on a speech database confirms that the multicomponent model
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has superior model accuracy than its moncomponent counterpart.

Chapter 3: Periodic and Aperiodic Decomposition of Speech Signals

Here, we focus on the 2-D FM (the carrier spectrogram), which carries rich information

of the glottal excitation. Visual inspection of the carrier spectrogram shows that

it exhibits two distinct spectrotemporal signatures – one corresponding to periodic

sounds and the other to aperiodic sounds. We also derive t-f maps that capture the

local coherence and orientation. The e↵ectiveness of these maps is demonstrated

for solving the problem of periodic/aperiodic decomposition of speech, which is

formulated as a binary classification problem. Since there are no ground truth labels

available, the problem is solved in an unsupervised manner.

Chapter 4: Voiced/Unvoiced Segmentation and Quantification of

Speech Aperiodicity

The problem of voiced/unvoiced segmentation is viewed as a binary class classification

problem, for which we derive novel features from the coherencegram. Experimental

evaluation shows that the new features are robust to variabilities in the waveform.

We then propose a numerical measure for the estimation of aperiodicity of FM

sinusoids. The idea is extended for estimating the aperiodicity content of voiced

speech frames. The carrier spectrogram, once again, turns out to be a useful repre-

sentation for the estimation of speech aperiodicity. We derive band-wise aperiodicity

parameters suitable for modeling the stochastic component of speech signals in tradi-

tional vocoders. The e↵ectiveness of V/UV segmentation and band-wise aperiodicity

parameters is shown by incorporating them in the WORLD vocoder.

Chapter 5: Pitch Estimation From the Carrier Spectrogram

Estimation of the pitch of the speaker is an important problem in speech analy-

sis/synthesis, for which we employ the carrier spectrogram. Objective evaluation

with state-of-the-art pitch estimation algorithms on two speech databases shows the

superiority of the proposed methods.

Chapter 6: Vocal-tract Filter Estimation and Speech Reconstruction
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In this chapter, we address the problem of estimating the vocal-tract filter, formants

and bandwidths, based on the 2-D AM. The formant bandwidths play a crucial role

for high-quality speech synthesis. A novel formant bandwidth correction method is

proposed to mitigate estimation errors. E↵ectiveness of the proposed source and

filter parameters is shown by incorporating them in the spectral synthesis model

and in the WaveNet vocoder.

1.7 Databases Used for Evaluation

The following databases have been used for evaluation.

CMU-ARCTIC [56]: There are approximately 1200 utterances per speaker

(sampling rate of 32 kHz) with parallel Electroglottogram (EGG) recordings. The

database was designed specifically for speech synthesis research at Carnegie Mellon

University (CMU). It is available for free download at: http://festvox.org/cmu_

arctic/.

CSTR-FDA: This database includes 50 speech utterances (20 kHz, 16bit) each

from one and one female speaker with parallel EGG recordings. This database was

mainly developing by the Center for Speech Technology Research (CSTR), University

of Edinburgh for F0 Determination Algorithm Evaluation (FDA). It is available for

commercial use at: https://www.cstr.ed.ac.uk/research/projects/fda/.

Starkey [57]: The speech material is recorded from 16 American speakers out

of which 8 are male and 8 are female. Each speaker reads the standard rainbow

passage [58]. The recordings are at sampling rate of 44.1 kHz with 16 bit quanti-

zation. The database is freely available at: https://starkeypro.com/research/

research-resources/open-access-stimuli.html.

TIMIT [59]: This database contains a total of 6300 utterances spoken by 630

speakers, with each speaker contributing 10 utterances. The prompts for the 6300

utterances consist of 2 dialect “shibboleth” sentences (SA), 450 phonetically-compact

sentences (SX), and 1890 phonetically-diverse sentences (SI). TIMIT is divided into

http://festvox.org/cmu_arctic/
http://festvox.org/cmu_arctic/
https://www.cstr.ed.ac.uk/research/projects/fda/
https://starkeypro.com/research/research-resources/open-access-stimuli.html
https://starkeypro.com/research/research-resources/open-access-stimuli.html
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Table 1.2: Absolute Category Rating Scale for MOS test.

Score Description

1 Bad: Very annoying artifacts and/or very bad resynthesis quality
2 Poor: Annoying artifacts and/or bad resynthesis quality
3 Fair: Some artifacts and/or good synthesis quality but not identical
4 Good: Very few artifacts and/or very good resynthesis quality but not identical
5 Excellent: No artifacts and/or identical resynthesis quality

a training set and a test set. The training set contains 4620 utterances, and the test

set contains 1344 utterances of which 192 form a core test set.

VTR [60]: The Vocal Tract Resonance (VTR) database developed by Microsoft is

composed of 538 utterances (only SX and SI sentences) selected as a subset of TIMIT

corpus. The database provides trajectories of the first three formants corrected

through extensive manual labeling. The selected subset of utterances in VTR contains

192 and 346 utterances from the TIMIT test set and training set, respectively. The

192-utterance test subset contains a total of 24 speakers with 5 SX and 3 SI sentences

for each speaker, and 173 speakers in the 346-utterance training with 1 SX and

1 SI sentences for each speaker. Thus, the selected 538 utterances represent a

balanced selection of dialect, speaker and gender while consisting of rich phonetic

contexts. The formant trajectories are first estimated by employing the VTR tracking

algorithm described in [61], followed by extensive manual correction. The database is

available for download at: http://www.seas.ucla.edu/spapl/VTRFormants.html.

1.8 Performance Measures

The performance measures used are Mean Opinion Score (MOS) and Perceptual

Evaluation of Speech Quality (PESQ). MOS is used for subjective evaluation

of speech quality as recommended by International Telecommunication Union-

Telecommunication Sector (ITU-T) [62, 63]. It is based on the opinion of a number

of listeners about the speech quality and the score assignment is as per the descrip-

http://www.seas.ucla.edu/spapl/VTRFormants.html
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tion given in Table 1.2. Although a bit time-consuming, MOS accurately reflects

the perceived quality of speech. The PESQ metric recommended by the ITU-T

P.862 [64] standard is used for the objective evaluation of speech quality. PESQ is

computed between a reference (typically the clean speech) and a processed signal

(synthesized signal in our case). It lies in the range from �0.5 to 4.5 with a higher

value indicating a quality closer to the reference. PESQ was developed primarily for

automatic assessment of end-to-end speech quality in telecommunications. Metrics

such as signal-to-noise ratio do not accurately quantify the user experience of the

speech quality. PESQ solves this problem by incorporating a perceptual model that

can distinguish between audible and inaudible artifacts.
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Chapter 2

AM-FM Modeling of the Speech

Spectrogram and Demodulation in 2-D

In this chapter, we describe two-dimensional (2-D) AM-FM modeling of a narrowband

speech spectrogram and address the problem of separating AM and FM components

from the spectrogram. In Section 2.1, we consider the 2-D AM-FM cosine signal

model and its Fourier transform. We also discuss the taxonomy of the Fourier

transform of a voiced spectrotemporal patch taken from a spectrogram and show

that 2-D AM-FM cosine signals can be employed to model a voiced patch. In view

of this, a summary of state-of-the-art 2-D AM-FM models for a speech spectrgram

is given in Section 2.2. In Section 2.3, we derive the 2-D AM-FM model of a speech

signal by using the basic principles of human speech production system. In particular,

we show that a voiced spectrotemporal patch of a narrowband speech spectrogram

can be modeled using a weighted sum of 2-D AM-FM cosine signals, which gives rise

to a multicomponent AM-FM model. Next, we solve the problem of demodulation in

2-D, which gives access to the amplitude and frequency modulations. The problem

is typically accomplished with the help of the quadrature. While the quadrature

component of a sinusoid in 1-D is obtained by means of the Hilbert transform, the

2-D counterpart requires a consistent generalization of the Hilbert transform. The

complex Riesz transform (CRT) meets this specification [65,66]. Hence, we discuss

the complex Riesz transform and its properties in Section 2.4. The demodulation of

a 2-D AM-FM cosine signal using CRT is described in Section 2.4. In Section 2.5,

we employ CRT-based demodulation for the estimation of AM and FM components

21
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from speech spectrogram. In Section 2.6, the performance of the multicomponent

AM-FM model is evaluated with respect to its monocomponent counterpart. We

conclude in Section 2.7 with the chapter summary.

2.1 Review of Two-dimensional Cosines, Fourier Transform, and

AM-FM Cosines

The 2-D AM-FM modeling of a speech spectrogram and the demodulation algorithm

require a clear understanding of a 2-D bandpass signal and its AM-FM representation.

Hence, we begin by providing several examples of 2-D cosines, Fourier transform

and 2-D AM-FM cosine signals.

2.1.1 Two-dimensional Cosines

A 2-D cosine with constant amplitude and frequency is expressed in cartesian

coordinates as cos(t⌦t + !⌦!), and in polar coordinates as

F (t,!) = cos (⌦0(t cos�0 + ! sin�0)) , (2.1)

where ⌦0 denotes the spatial frequency of the sinusoid, �0 denotes the orientation of

the sinusoid, measured with respect to the t-axis. The phase of the cosine is a linear

function of continuous variables t and !. The discretized version of a 2-D cosine in

Equation (2.1) is expressed as

F [k1, k2] = cos (⌦0(k1Tt cos�0 + k2T! sin�0)) , (2.2)

where Tt and T! denote the sampling steps along t-axis and !-axis, respectively.

Figure 2.1 displays a 2-D cosine and its 3-D view. Figure 2.2 displays 2-D cosines

obtained by changing either frequency or orientation in Equation (2.1).
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Figure 2.1: (a) A 2-D cosine with �0 = ⇡/4, ⌦0 = 10⇡, Tt = T! = 0.002, and (b) its
3-D view.
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Figure 2.2: Illustration of 2-D cosines. In the first row, the frequency is constant
and the orientation is varied. In the second row, the spatial frequency is varied and
the orientation is kept constant.
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Figure 2.3: Illustration of 2-D cosines and corresponding Fourier spectra. The first
row displays 2-D cosines with fixed orientation but varying spatial frequency. The
higher the spatial frequency of the sinusoid, the greater the distance of the impulses
from the origin in the Fourier domain. The Fourier transform of sinusoidal patterns
(which resemble gratings) is also referred to as the grating compression transform
(GCT) [1]

.

2.1.2 Two-dimensional Fourier Transform

The Fourier transform F̂ (⌦t, ⌦!) : R2
! C of a real-valued function F (t,!) : R2

! R

is defined as follows:

F̂ (⌦t, ⌦!) ,
Z

!

Z

t
F (t,!)e�j(t⌦t+!⌦!) dtd!, (2.3)

where ⌦t and ⌦! denote the frequency variables in the Fourier domain corresponding

to the variables t and !, respectively.
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Figure 2.4: Illustration of 2-D cosines and the corresponding Fourier spectra. The
first row displays 2-D cosines with fixed frequency but varying orientation. The line
joining the impulse pair is orthogonal to the orientation of the sinusoid.

2.1.3 Fourier Transform of a 2-D Cosine

The 2-D Fourier transform of the 2-D cosine F (t,!) = cos ⌦0(t cos�0 + ! sin�0) is

given by

F̂ (⌦t, ⌦!) = ⇡�(⌦t � ⌦0 cos�0, ⌦! � ⌦0 sin�0) +⇡�(⌦t + ⌦0 cos�0, ⌦! + ⌦0 sin�0),

(2.4)

which is a pair of 2-D Dirac deltas. Figure 2.3 and Figure 2.4 display examples of

2-D cosines and their Fourier magnitude spectra. The locations of the impulses are

governed by the spatial frequency and orientation of the sinusoid.
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Figure 2.5: Illustration of how frequency modulations are introduced in a 2-D cosine
by changing (a) only the orientation, (b) only the frequency, and (c) both orientation
and frequency.
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Figure 2.6: Illustration of (a) a frequency-modulated 2-D cosine, (b) an amplitude
modulating function, and (c) a 2-D AM-FM signal.

2.1.4 2-D AM-FM Cosines

An amplitude and frequency modulated 2-D cosine F (!) : R2
! R is written as

follows:

F (!) = A(!) cos

✓
⌦0(!)�(!)

◆
, (2.5)

where ⌦0(!) = ⌦0 + �⌦(!) denotes the spatial frequency, �⌦(!) represents the

frequency modulation around the center frequency ⌦0, A(!) denotes the amplitude

modulation, and �(!) denotes the phase expressed as:

�(!) = t cos�0(!) + ! sin�0(!), (2.6)

where �0(!) is the local orientation of the 2-D cosine. In contrast to a 1-D cosine, a 2-

D cosine has the orientation �0(!) as an additional degree of freedom. Consequently,
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Figure 2.7: A voiced spectrogram patch.
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Figure 2.8: (a) A voiced spectrogram patch, and (b) its Fourier transform magnitude.

frequency modulations in a 2-D cosine can be introduced either by changing the

orientation and frequency independently or jointly. Figure 2.5 illustrates this e↵ect.

Figure 2.6 shows a 2-D AM-FM signal obtained by using Equation (2.5).

2.1.5 A Voiced Speech Patch and its Fourier Transform

Thus far, we have seen examples of stylized 2-D AM-FM signals. Next, we consider

a real voiced signal t-f patch taken from a speech spectrogram and its Fourier

transform. Figure 2.7 shows a narrowband speech spectrogram and a patch taken
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Figure 2.9: Schematic of Grating Compression Transform (GCT); ⌦0 and �0 denote
the 2-D frequency and orientation of the 2-D sinusoid, respectively.

from a voiced t-f region. Its Fourier transform is displayed in Figure 2.8(b). The

Fourier transform of a real voiced patch exhibits peaks at the DC, the dominant

frequency, and its harmonics. The key observation is that each pair of peaks can be

modeled by using a single 2-D AM-FM cosine.

The 2-D Fourier transform of sinusoidal patterns (which resemble gratings) is

also known as grating compression transform (GCT) [1]. The GCT of a 2-D AM-FM

cosine is a useful tool that shows its bandpass nature in the Fourier domain. Some

of the salient properties of GCT of a 2-D cosine can be described with the help of

the schematic in Figure 2.9. The parallel lines in the figure illustrates a 2-D sinusoid

and the circular lobes in the GCT domain represent the locations where most of the

energy is concentrated. The energy at (⌦t, ⌦!) = (0, 0) in the GCT domain is due

to the DC component. The radius of a circle reflects the spread of energy around

the peak in the GCT domain.

2.2 State-of-the-art Spectrogram Patch Models

A seminal contribution for 2-D speech modeling was made by Wang and Quatieri [1],

who extended the idea of sinusoidal modeling of speech [42] and proposed a 2-D

sinusoidal series-based modulation model for small regions of narrowband speech

spectrograms. They also extended the model to wideband spectrograms [67]. A
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windowed patch is represented as follows:

SW (!) ⇡ V (!)

✓
↵0 +

1X

k=1

↵k cos (k⌦0(t cos� + ! sin�))

◆
, (2.7)

where V (!) is the amplitude modulation that represents time-varying vocal tract

envelope and ↵0 2 R�0 is the DC value of the patch, which makes it a non-

negative quantity. The pitch harmonics/carrier are modeled as stationary cosines

with constant spatial frequency ⌦0 and orientation �. Ezzat et al. [68] proposed

production-based speech spectrogram patch models and investigated how di↵erent

acoustic events (e.g. voicing/unvoicing, plosives, onset/o↵set, etc.) manifest in the

2-D Fourier domain. They expressed the localized AM components using Gabor

atoms [69]. They showed that 2-D AM and FM encode the phonetic and speaker’s

attributes, respectively.

Aragonda and Seelamantula [41] proposed a 2-D AM-FM model where the

stationary FM assumption proposed in [1] was generalized to spatially varying FM.

They proposed an accurate demodulation strategy using the complex Riesz transform

(CRT). They showed that the generalized model and CRT-based demodulation

algorithm resulted in a superior performance over the sinusoidal-series based model

proposed in [1].

Motivated from the success of the 2-D AM-FM model proposed in [41] and to

keep the exposition self-contained, we describe this model and its multicomponent

counterpart.

2.3 Multicomponent 2-D AM-FM Signal Model

To begin with, we describe modeling of the speech spectrum in 1-D that relies on

the source-filter theory of speech production [42]. The analysis carried out in 1-D

for modeling the magnitude spectrum of a voiced speech provides a direct link to

2-D modeling of t-f localized voiced spectrotemporal patches.
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2.3.1 Modeling the 1-D Magnitude Spectrum

The source-filter model considers voice production as involving two almost separate

processes: excitation generation and vocal tract filtering. The excitation is typically

modeled by using an impulse train for voiced sounds while the unvoiced sounds are

considered to be noise-like. A windowed voiced speech sw(t) : R ! R is modeled as

follows:

sw(t) = w(t)

✓
v(t) ⇤

1X

k=�1

�(t � kT0)

◆
, (2.8)

where w(t), v(t), and T0 represent the 1-D analysis window, the vocal tract impulse

response, and the pitch period, respectively. The equivalent representation in Fourier

domain is given by

ŝw(!) = ŵ(!) ⇤

✓
v̂(!)

1X

k=�1

�

✓
! �

2⇡k

T0

◆◆
, (2.9)

where ŝw(!) : R ! C. The magnitude of the function ŝw(!) can be approximated

as follows [42]:

|ŝw(!)| ⇡ |v̂(!)|

����
1X

k=�1

ŵ

✓
! �

2⇡k

T0

◆����
| {z }

p̂(!)

, (2.10)

where p̂(!) represents the magnitude spectrum of the sound source signal and it is

periodic in ! with period 2⇡
T0

. Hence, a Fourier-series expansion of p̂(!) is given by

p̂(!) = ↵0 +
1X

k=1

↵k cos(kT0! +  k). (2.11)

Substituting Equation (2.11) in Equation (2.10), we get

|ŝw(!)| ⇡ |v̂(!)|

✓
↵0 +

1X

k=1

↵k cos(kT0! +  k)

◆

= ↵0|v̂(!)| + ↵1|v̂(!)| cos(T0! +  1)

+ ↵2|v̂(!)| cos(2T0! +  2) + · · · , (2.12)
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which represents a decomposition of the power spectrum of a speech signal in terms

of the amplitude modulations given by |v̂(!)| and harmonically related 1-D cosine

carriers, each term in the summation is referred to as a component. The coe�cient

↵k determines the strength of the amplitude modulation for the kth component.

The 1-D AM-FM model given in Equation (2.12) can be directly extended in 2-D to

model a spectrotemporal patch.

2.3.2 Multicomponent AM-FM Model for a Spectrogram Patch

The 2-D counterpart of the 1-D magnitude spectrum given in Equation (2.12) can

be expressed as follows:

SW (!) ⇡ V (!)

✓
↵0 +

KX

k=1

↵k cos k�(!)

◆

= ↵0V (!)| {z }
low-pass component

+ ↵1V (!) cos�(!)| {z }
fundamental band-pass component

+ ↵2V (!) cos 2�(!) + . . .| {z }
higher-order band-pass components

,

where SW (!) : R2
! R�0 denotes a windowed voiced patch. The model order is

denoted by K, and {↵k}
K
k=1 2 R act as weights on the carrier and its harmonics. The

amplitude modulation and the phase component are represented by V (!) : R2
! R�0

and �(!), respectively. The phase component of a planar 2-D cosine with spatial

frequency ⌦0(!) : R2
! R�0 and local orientation �(!) is written as follows

�(!) = ⌦0(!)(t cos�(!) + ! sin�(!)), (2.13)

where ⌦0(!) = ⌦0 + �⌦0(!) with �⌦0(!) representing frequency modulation and

the local orientation �0(!) = �0 + ��0(!) 2 (�⇡,⇡) with ��0(!) representing the

small variations around �0. In this model, a voiced source signal is represented

as a sum of harmonically related and weighted 2-D sinusoidal carriers where each

carrier is modulated by a slowly varying 2-D envelope V (!) that represents the local
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spectrotemporal shaping, e.g., due to dynamic formant/glottal flow structure. The

2-D AM-FM spectrogram-patch model given by Equation (2.13) is referred to as

the multicomponent 2-D AM-FM model. It is a monocomponent model for K = 1.

Unlike a sinusoidal-series based model given in Equation (2.7), which assumes a

stationary carrier, the multicomponent 2-D AM-FM model given in Equation (2.13)

makes no such assumption on the 2-D carrier. This argument is justified by the fact

that a real voiced speech patch exhibits frequency modulations due to time-varying

fundamental frequency in natural speech. We have seen in Section 2.1.4 that such

frequency modulations are coupled to the frequency and the orientation of the 2-D

sinusoid.

The unknown parameters of the model in Equation (2.13) are the AM V (!), phase

�(!), model coe�cients ↵0,↵1, · · · ,↵K , and the model order K. In Section 2.5, we

describe the details of estimation of the unknown parameters of the model. The

model parameters are estimated in two steps: (1) estimate AM and FM components,

and (2) estimate model coe�cients using the estimated AM and FM in Step (1). The

AM and FM components are obtained by 2-D demodulation for which we use the

complex Riesz transform. Before proceeding further, we explain the Riesz transform,

its key properties, and its action on a 2-D AM-FM cosine signal.

2.4 The Complex Riesz Transform (CRT)

The analytic representation of 1-D signals using the Hilbert transform is central

to many applications in signal processing such as AM-FM demodulation, spectral

analysis, interferometry [70–73], and single sideband modulation [74]. Motivated

from these successes, there were many attempts made to extend the Hilbert transform

to two dimensions, constructed using the product of 1-D functions, which resulted

in the half-plane and quadrature-plane Hilbert transforms [75–77]. A drawback of

these extensions is that they are not isotropic.

The complex Riesz transform provides an elegant isotropic extension of the
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\ĥR(�)

��

�t

Figure 2.10: Phase response of the complex Riesz transform over the domain
[�⇡,⇡] ⇥ [�⇡,⇡]. The units of all axes are radians.

Hilbert transform. The Riesz transform has found applicability in fringe pattern

analysis [40, 66, 78] and amplitude and phase decomposition [79].

The complex Riesz transform fR(!) : R2
! C of a scalar function f(!) : R2

! R

is defined as follows:

fR(!)
�
= (ft + jf!)(!) = (ht ⇤ f + jh! ⇤ f)(!), (2.14)

where ht(!) and h!(!) denote the Riesz kernels along time and frequency axes,

respectively. Analogous to the 1-D Hilbert transform, the frequency responses of

the Riesz kernels along ⌦t-axis and ⌦!-axis are expressed as

ĥt(⌦) , �j
⌦t

k⌦k
, (2.15)

and

ĥ!(⌦) , �j
⌦!

k⌦k
, (2.16)

respectively. Applying the 2-D Fourier transform on both sides of Equation (2.14)

gives

f̂R(⌦) = (ĥt(⌦) + jĥ!(⌦))| {z }
ĥR(⌦)

f̂(⌦), (2.17)
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where ĥR(⌦) denotes the frequency response of the CRT kernel:

ĥR(⌦) , ĥt(⌦) + jĥ!(⌦) =
�j⌦t + ⌦!

k⌦k
, (2.18)

where k⌦k =
p

⌦2
t + ⌦2

!. An equivalent polar form is written as follows:

ĥR(⌦) = ej tan�1
�
�

⌦t
⌦!

�
. (2.19)

Equation (2.19) shows that the function ĥR(⌦) is a phase-only function with unity

magnitude and a phase response that resembles a spiral as shown in Figure 2.10.

The action of CRT on a function f(!) is denoted by the Riesz operator R, and its

spectral behaviour is described by the following relation:

Rf(!) , �j⌦t + ⌦!

k⌦k
f̂(⌦). (2.20)

The CRT kernel ĥR(⌦) in Equation (2.18) satisfies the following properties:

(1) It is unitary, which follows directly from the property that |ĥR(⌦)|2 = 1.

(2) It is anti-symmetric: ĥR(�⌦) = �ĥR(⌦).

(3) Analogous to the 1-D Hilbert transform, the CRT kernel also possesses a

singularity at the origin.

In this section, we derive the complex Riesz transform of a 2-D cosine and a 2-D

AM-FM cosine signal, by considering the quasi-eigenfunction property.

2.4.1 Quasi-eigenfunction Property

Complex exponentials are eigenfunctions of linear, shift-invariant (LSI) systems.

In 1-D, the output of an LSI system with frequency response ĥ(!) corresponding

to the input ej!0t is given by ĥ(!0)ej!0t. Considering the 2-D counterpart of this

property, the output of an LSI system to the input ejh⌦0,!i is ĥ(⌦0)ejh⌦0,!i where

ĥ(⌦) denotes the frequency response of the LSI system. Naturally, an extension of

this property can be sought for amplitude and frequency modulated eigenfunctions.

This property does not hold for an AM-FM signal. In this case, one can resort to an
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(a)

(b)

Complex exponential

Complex AM-FM signal

Figure 2.11: Illustration of the (a) eigenfunction property, and (b) quasi-eigenfunction
approximation for LSI systems.

approximation which is referred to as the quasi-eigenfunction property.

Consider a 2-D AM-FM complex exponential function V (!)ej�(!), where V (!)

and �(!) denote the 2-D AM and phase function, respectively. The quasi-

eigenfunction property is based on the following assumptions on the AM and

the phase function:

(1) The phase function is of the form �(!) = h⌦0, !i+�(!), where �(!) denotes the

nonlinear phase variation about the carrier frequency with kr�(!)k ⌧ k⌦0k.

(2) The function V (!) is smooth and its rate of variation is much smaller than that

of the carrier frequency k⌦0k.

Under the above assumptions, V (!)ej�(!) can be locally approximated using a 2-D

sinusoid and the quasi-eigenfunction approximation can be invoked. The output of an

LSI system can be approximated as ĥ(r�(!))V (!)ej�(!). Figure 2.11 summarizes

the quasi-eigenfunction property.

We employ the eigenfunction and quasi-eigenfunction properties to determine

the Riesz transform a 2-D cosine and 2-D AM-FM cosine, respectively

2.4.2 Riesz Transform of a 2-D Cosine

The complex Riesz transform of a 2-D cosine cos(t⌦0 cos�0 +!⌦0 sin�0) is given by

R{cos ⌦0(t cos�0 + ! sin�0)} = ej�0 sin ⌦0(t cos�0 + ! sin�0). (2.21)



November 26, 2021 3:21 World Scientific Book - 9.75in x 6.5in output

36

Proof: For notational brevity, we express t⌦0 cos�0 + !⌦0 sin�0 = h⌦0, !i, where

⌦0 = [⌦0 cos�0 ⌦0 sin�0]T and ! = [t !]T . Using Euler’s formula, we write

cos(h⌦0, !i) =
1

2

�
ejh⌦0,!i + e�jh⌦0,!i

�
. (2.22)

Consider the CRT of the complex exponential:

R

n
ejh⌦0,!i

o
= ĥR(rh⌦0, !i)ejh⌦0,!i = ĥR(⌦0)e

jh⌦0,!i, (2.23)

where using Equation (2.18), we get

ĥR(⌦0) = �j cos�0 + sin�0 = �jej�0 (2.24)

=) R

n
ejh⌦0,!i

o
= �jej�0ejh⌦0,!i. (2.25)

Similarly, it can be shown that

R{e�jh⌦0,!i
} = jej�0e�jh⌦0,!i. (2.26)

Combining Equation (2.25) and Equation (2.26) gives the Riesz transform of a 2-D

cosine:

R{cos(h⌦0, !i)} = �
1

2
jej�0(ejh⌦0,!i

� e�jh⌦0,!i) = ej�0 sin(h⌦0, !i). (2.27)

2.4.3 Riesz Transform of a 2-D AM-FM Cosine

Using the quasi-eigenfunction property, the complex Riesz transform of a 2-D AM-FM

cosine V (!) cos�(!) can be approximated as

R
�
V (!) cos�(!)

 
⇡ ej�(!)V (!) sin �(!), (2.28)

where �(!) = tan�1

✓
�!(!)
�t(!)

◆
with �t(!) and �!(!) denoting the partial derivatives

of �(!) along t-axis and !-axis, respectively.

Proof: Using the quasi-eigenfunction property, the Riesz transform of an AM-FM
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complex exponential function V (!)ej�(!) is written as follows:

R
�
V (!)ej�(!)

 
⇡ ĥR(r�(!))V (!)ej�(!)

=
�j�t(!) + �!(!)p

�2
t (!) + �2

!(!)
V (!)ej�(!)

= �j
�t(!) + j�!(!)p
�2

t (!) + �2
!(!)

V (!)ej�(!)

= �jej�(!)V (!)ej�(!), (2.29)

where �(!) = tan�1

✓
�!(!)
�t(!)

◆
denotes the local orientation. Similarly, we have

R
�
V (!)e�j�(!)

 
= jej�(!)V (!)e�j�(!). (2.30)

Combining Equation (2.29) and Equation (2.30), results in Equation (2.28).

From Equation (2.28), one can observe that the CRT of a 2-D AM-FM cosine is

the product of three terms: the original AM, quadrature component of the carrier

sinusoid, and a complex exponential that involves the local orientation. In order to

obtain the quadrature component of original AM-FM sinusoid in 2-D, the e↵ect of

local orientation must be removed, which is done by multiplying Equation (2.28) by

e�j�(!) on both sides:

e�j�(!)
R| {z }

V

�
V (!) cos�(!)

 
⇡ V (!) sin �(!), (2.31)

where V is referred to as the vortex operator [40] and is defined as the operation of

taking Riesz transform followed by the orientation compensation step. In practice,

the local orientation is an unknown quantity and must be estimated. We develop

the procedure to estimate the orientation.

2.4.4 Estimation of Local Orientation

The problem of computing the local orientation is formulated as an optimization

problem, which relies on the directional Hilbert transform and its relation to CRT.
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Definition 2.4.1 (Directional Hilbert Transform). The directional Hilbert transform

of a function f(!) : R2
! R along angle � is given by

H�f(!) , cos�ft(!) + sin�f!(!), (2.32)

where ft(!) = (ht ⇤ f)(!) and f!(!) = (h! ⇤ f!)(!).

The directional Hilbert Transform and the CRT are closely related. Consider a

function f(!) : R2
! R, then

Real
�
e�j�

Rf(!)
 

= cos�ft(!) + sin�f!(!) , H�f(!). (2.33)

This property can be proved by expanding the left-hand side:

Real
�
(e�j�

Rf)(!)
 

= Real
�
(e�j�((ht ⇤ f| {z }

ft

+ jh! ⇤ f| {z }
f!

))(!))
 

= (ft cos� + f! sin�)(!)

= H�f(!)

Let �̂(!) be an estimate of �(!). Rewriting Equation (2.28) as

R
�
f(!)

 
= R

�
V (!) cos�(!)

 
⇡ ej�(!)V (!) sin �(!). (2.34)

Multiplying both sides of Equation (2.34) with e�j�̂(!), we have

e�j�̂(!)
R
�
f(!)

 
= ej(�(!)��̂(!)) sin �(!). (2.35)

Expressing R
�
f(!)

 
= ft(!) + jf!(!) (using (2.14)) and taking the real part gives

Real
n

e�j�̂(!)
Rf(!)

o

| {z }
H�̂(!)f(!)

= cos(�(!) � �̂(!)) sin �(!). (2.36)

Since the directional Hilbert transform in Equation (2.36) is maximum when �̂(!) =

�(!), the orientation of a function f(!) at location !0 = (t0,!0) 2 R2 is estimated
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by solving the following optimization problem:

�̂(!0) = arg max
�2[�⇡,⇡]

( ⇤ |H�f |
2)(!0), (2.37)

where  is a positive, radially symmetric localizing function. Smoothing with  

is important to obtain an accurate estimate of the local orientation. Typically, a

symmetric Gaussian smoothing is used, and the degree of smoothing can be varied

by adjusting the variance of the Gaussian kernel.

From Equation (2.33), we can write

(H�f)(!0) = (ft cos� + f! sin�)(!0) = (fTu)(!0), (2.38)

where u = [cos� sin�]T denotes a unit vector, and f = [ft(!) f!(!)]T. Using

Equation (2.38), we express

( ⇤ |H�f |
2)(!0) = ( ⇤ (fTu)T(fTu))(!0)

= (uT( ⇤ ffT)u)(!0)

= uTJ(!0)u, (2.39)

where the matrix J(!0) is referred to as structure tensor [80] and is given by

J(!0) =

2

4 ( ⇤ f2
t )(!0) ( ⇤ f!ft)(!0)

( ⇤ f!ft)(!0) ( ⇤ f2
!)(!0)

3

5 . (2.40)

Using Equation (2.39), the optimization problem in Equation (2.37) can be expressed

equivalently as follows:

�̂(!0) = arg max
�2[�⇡,⇡]

(uTJ(!0)u). (2.41)

The solution of Equation (2.41) is the eigenvector of matrix J(!) corresponding to

its maximum eigenvalue [81]. The closed-form solution of Equation (2.41) is given

by

�̂(!0) =
1

2
tan�1

✓
2 ⇥ ( ⇤ ftf!)(!0)

( ⇤ f2
!)(!0) � ( ⇤ f2

t )(!0)

◆
. (2.42)
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+
V (!) cos�(!)
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�(!)
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Figure 2.12: Block diagram illustrating CRT-based demodulation of a 2-D AM-FM
cosine.

(a) (b) (c)

(d) (e) (f)

Figure 2.13: (Color online) Demodulation of an amplitude modulated 2-D cosine
using CRT: (a) Amplitude modulation obtained as the outer product of a 1-D
Hamming window function, (b) original carrier, (c) amplitude modulated carrier,
(d) estimated amplitude modulation, (e) estimated carrier signal, and (f) the error
in amplitude modulation estimation. The estimation error in the carrier was also
found to be of the same order as the error in amplitude estimation.

2.4.5 Demodulation of 2-D AM-FM Cosine Using CRT

The key result obtained in Equation (2.31) is used to demodulate a 2-D AM-FM

cosine. The quadrature component given by Equation (2.31) is combined with the

original AM-FM cosine in complex number format that gives the so-called monogenic
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signal in higher dimensions [82, 83]:

Sa(!) = V (!) cos�(!) + jV (!) sin �(!) = V (!)ej�(!). (2.43)

The quantities V (!) and �(!) are obtained from Sa(!) as follows:

V (!) = |Sa(!)|, and (2.44)

�(!) = \Sa(!). (2.45)

Figure 2.12 shows the block diagram for the demodulation of a 2-D AM-FM cosine

using CRT. Figure 2.13 illustrates an example of 2-D AM-FM signal and its AM

and FM components estimated by employing the CRT-based demodulation.

2.5 Estimation of Multicomponent 2-D AM-FM Model Parame-

ters

We describe the estimation of the unknown parameters of the multicomponent-patch

model described in Section 2.3.2. We follow a two-step procedure for estimating the

model parameters. From Equation (2.13), one can observe that the AM and FM

components appear in product form in the bandpass term. Hence, in the first step,

we estimate the AM and FM components from the fundamental bandpass component

in Equation (2.13) by employing CRT-based demodulation. In the next step, the

model coe�cients {↵k}
K
k=1 are estimated using least-squares regression relying on

the estimates of AM and FM from the previous step. Section 2.5.3 addresses the

choice of the optimum value of the model order K.

2.5.1 Demodulation of Speech Spectrogram Using CRT

We divide a speech spectrogram into localized spectrotemporal patches of size 100 ms

⇥ 600 Hz and multiply each patch by a 2-D Hamming window, the patch size along

frequency axis is chosen such that at least two pitch harmonics are included even
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2-D FT
2-D carrier

cos�(!)
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AM

V (!)
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TIME (s)
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Bandpass filter

| · |
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<latexit sha1_base64="bMy6G2CqVfzDCOz0ffV34hIkguM=">AAAGUXicnVRNbxMxEHULCaUF2sKRi0WKVKQq2k1Tmh4qVeLCjSLRD6mOKq93NrHq3Y1sb9vI2j/Cr+EKV078FG7MJhsgmwglWNr1aOb5+c3YnmCgpLGe92Nl9cHDWv3R2uP1jSdPn21ubT8/N2mmBZyJVKX6MuAGlEzgzEqr4HKggceBgovg5l0Rv7gFbWSafLLDAXRj3ktkJAW36Lreap/vsiBVoRnGODmWxtDj+RtmZELZaV/OjV5vNbymNxp01vBLo0HKcXq9XauxMBVZDIkVihtz5XsD23VcWykU5OssMzDg4ob3wI2SyulrdIU0SjV+iaUj7xSOx6bQhciY276pxgrnvNhVZqNO18lkkFlIxHijKFPUprSoEA2lBmHVkHIhUG/GLeoQfa65sFjJKS4juILwuHnU6ro+qFuwmIuGBO5EGsc8CR2LeCzVMISIZ8rmjploYq8ztPDcRqm5OOthpXOne0Hu/D2veXiw581iNAxLjNdEwPirwIJUh8CzP7jWUXuvOKD9o9ZoPuy0ccnfKgOVQZApBYXE6QQUD/B6WYglhsoNEJ1TpjMFrhAK9/lkzivEheDFicsEF2PGci3FXJR3MdGBwvNdphwIX0y0hiU0T85xIeb75Xl/F6Mz5u3MoeX/QbvD8PUpxcZLd6qU2KY05Fd+1827T36hpfjlrG/wnY091BVb6h7Qhj+jEbuhmSX994nTCfskMCKuXANzh8nNNsAqTFRhHyYwC/f2Toa2f7x/gB0PG6dfbZOzxnmr6e83Wx/bjZO3ZQtdIy/JK7JLfHJITsh7ckrOiCCfyRfylXyrfa/9rJP66hi6ulKueUGmRn3jF2w/RGY=</latexit>

Figure 2.14: Demodulation of a spectrogram patch using CRT.

⌦t
<latexit sha1_base64="5XVRwOPvlXEQCyYKDn5/cO7T29A=">AAAF13icnVRLb9NAEN6WGkp4tXDkYpEgcYgs22mV5FCpEhc4USTSFuIoWq/HjtX1Q/toE1kWN8QViSv8DX4L/4b1I0AeQgkr2R7NfPvtNzPrcVMacmGaP3d2b+1pt+/s323cu//g4aODw8fnPJGMwIAkNGGXLuZAwxgGIhQULlMGOHIpXLhXL4v4xTUwHibxOzFLYRThIA79kGChXB9azpsIAjwWrfFB0zTMcumrhlUbTVSvs/Hh3g/HS4iMIBaEYs6HlpmKUYaZCAmFvOFIDikmVziArBSa68+Vy9P9hKknFnrpXcDhiPNZ5CpkhMWEL8cK57rYUAq/N8rCOJUCYlId5Euqi0Qvsta9kAERdKZjQpReiYXSQSaYYSJUdRa4OMEUvBOjb4+yCdBrECoXBjHckCSKcOxljo+jkM488LGkIs8c7s/thqMs1YsytSySQUK9PGOBm2dW2zS6x21zFcNgVmNMQwGqZwnmJswDLP/g7P5Ru2hQp2+X327vSG35W6VLJbiSUigkLiZAsauujIAoVKH6AIXOdYdJClkhFKb5/JsvEReCNyeuE9yMWZVrK+aivJuJdqnq7zblUPDNRDPYQvO8jxsxT7fn/V2MXsXbW0OL/4O25ai/j1Kn2tpaplSjh0E+tEbZuvtkFVqKV+5MuPrPKo+eFUeyAPSmtaJRTTi+Svrvjutz9nmgJG44AqbiJvTE5KRzrGaUGnXW8mBbNc5tw+oY9lu7efq6Hnr76Cl6hl4gC3XRKXqFztAAERSjr+gb+q691z5qn7TPFXR3p97zBC0s7csvDCwUEQ==</latexit>

⌦0!
<latexit sha1_base64="Khr7XFAOfjQq+pYvsaCaMy3zpeI=">AAAJZXiclVZtb9s2EFa7t9hbt7Qr9mUfRiwxMBSNIbvb0nboUCBFkQIF1qVLWyQyAko6y5wpSiWp2B6hv7Kv21/aL9jf2FGSU70kg0tANsF7+DxH3ulOfsqZ0q77z7XrH3z40cefbPX6n3524/Mvtm/eeqWSTAZwHCQ8kW98qoAzAceaaQ5vUgk09jm89ucH1v76HKRiifhNr1KYxDQSbMoCqnHpbPvWrvdLDBE9M66X2Em+e7a94w7dYpDuZFRNdpxqvDi7ufWTFyZBFoPQAadKnY7cVE8MlZoFHPK+lylIaTCnEZjC5ZwMcCkk00TiIzQpVhs4Giu1in1ExlTPVNtmFy+znWZ6en9imEgzDSIohaYZJzoh9vwkZBICzVeEBgH6m1GNfjQYVEA5hI+GD8YTMwN+DhpPIEHAIkjimIrQeFMaM74KYUozrnPjqel63h/0B6S4dkUQSvyMc9DqIa57iMEoFUc1cRYlPMyNjPzcjO66w/0f7rp5ByNhVWHcIQLKB2F1Z3yeQSmDnjT95NTHzNAQMzSVpBadE09mHIxVhWW+/s9bxFZ9c+LK2w2p8fDvRW0vazNqn2Mc3+c+EP4/1E0CPQOV+QozCN+e3BDjzRTmDdwxe+7wR9zSvGVMU87JbumTeptRCbvvdoytBLlK40qZ/XcyF3eumVhdqXNvrVNXKfnz09FkPbdad8xleTKyd2J/Kk6bjAWnzXyyM7qcvSWwqUZNpAzGWqMdZxbZSFoBYmxoJVaGTZzfu/C+pCVN3pTKOu9mntpQVnykKAEvUwgY5cTWsISX739dhYmj3P4Sz5Yw3zdH7fMxcdJEnLQRB5gZa+NB23hUM3a4T2rGDu0h4z5IvYZgNTSHbQy8xUJlQ6Mx4SRw451jtZeMiggLvnmE+OaG50ma423KmDxvcz25MD1pm55dmJ61TSETurKFHbWn2B4ZyPoRnnYC7S/tfoxOWAaJLDspNm8h5h3EooWomig6NNgrBnkJGt/OiOBrTVLsL0SxP4CADoY4+p4C7Nki0rMy80QI9lxuEHfqwrrNKy1x9wxzcDhuuaOpn9eKBSY68mBPqqtoWOoFC7Ul+B7NvQFhU7JKMiIAWyH2SRr+nildOFwASTLFiQiTRZMJ/VVzltpyOW4QLSi2dCTCEMkkzAI8MzpkL8EHvQAQeBGSRpKm2Lzxc2PU/rjoTl6Nh6N7w/Gv453HP1cfHlvO1863znfOyNl3HjuHzgvn2AmcpfOn85fz99a/vRu9272vSuj1a9WeL53G6H3zH9i2amE=</latexit>

⌦0t
<latexit sha1_base64="E7vVqy8n+MPCQnuUq4vJaFgyd68=">AAAJXniclVZtb9s2EFa7rY29dW23LwP2hVhiYCgaQ3K3ZS/oUCBFkQIF1qVLWyQyAko6y5wpSiGpOB6h37Gv28/at/2UHSU51UsyuARkE7yHz3Pkne4UZJwp7br/3Lj5wYcf3bq9NRh+/MmdT+/eu//Za5XmMoSjMOWpfBtQBZwJONJMc3ibSaBJwOFNsNi39jfnIBVLxW96lcE0obFgMxZSjUvTHf+XBGJ6alxd7Jze23bHbjlIf+LVk22nHi9P72/95EdpmCcgdMipUieem+mpoVKzkEMx9HMFGQ0XNAZT+lqQES5FZJZKfIQm5WoLRxOlVkmAyITquera7OJVtpNcz76fGiayXIMIK6FZzolOiT04iZiEUPMVoWGI/uZUox8tBhVSDtHj8Q+TqZkDPweNJ5AgYBmmSUJFZPwZTRhfRTCjOdeF8dVsPR+OhiNS3rciCCVBzjlo9SOu+4jB8JRHNUkepzwqjIyDwngP3fHetw/dooeRsKox7hgB1YOwpjMBz6GSQU/afnIaYEpoSBiaKlKLLogvcw7GqsJFsf4vOsRWfXPi2tsNqfHw70VtL2sz6oBjHN/nPhD+P9RtAj0HlQcKMwhfm8IQ488V5g08MLvu+Dvc0r5lTFPOyU7lkzrLqYSddzsmVoJcp3GtzN47mcs710ysrtV5tNZpqlT8xYk3Xc+t1gNzVZ549k7sT81pk7HktJlPtr2r2TsCm2o0RKpgrDW6cWaxjaQVIMaGVmJl2MT53UvvK1rS5s2obPJu5qkNZc1HyhLwKoOQUU5sDUt59f43VZg4LOwv8W0JCwJz2D0fE8dtxHEXsY+ZsTbud42HDWOP+7hh7NEeMB6A1GsIVkNz0MXAGRYqGxqNCSeBG/8cq71kVMRY8M1jxLc3vEizAm9TJuRFl+vppelp1/T80vS8a4qY0LUt6qk9w77IQDaP8KwX6ODC7sfoRFWQyEUvxRYdxKKHWHYQfmobqXVotFsO8go0vp0xwdeaZNhfiGJ/AAEdjnEMfQXYrEWs51XmiQjsudww6dWFdX9XWuLuOebgeNJxR9OgaBQLTHTkwZ7UVNFwoZcs0pbgGzQPRoTNyCrNiQBshdgnafR7rnTpcAkk6QwnIkqXbSb0Vy1YZsvlpEW0pNjSkQhDJNMoD/HM6JC9hAD0EkDgRUgaS5ph88bPDa/7cdGfvJ6MvUfjya+T7Sc/1x8eW86XzlfO147n7DlPnAPnpXPkhM6Z86fzl/P31r+DW4M7g7sV9OaNes/nTmsMvvgPKnBoDQ==</latexit>

�0
<latexit sha1_base64="icx9HMIz4EAcTeP240GGo8EZzXg=">AAAJWniclVZbb9s2FFazW+zu0m572wuxxMBQNIbsrs0uKFAgRZEAfejSpe0SGQElHcmcKUolqTgeoV+x1+2HDdiP2aEkp7okg0tANsHz8fsOeY7OkZ9xprTr/nNr64MPP/r4k+3B8Pann33+xZ27X75SaS4DOAlSnso3PlXAmYATzTSHN5kEmvgcXvuLA2t/fQFSsVT8qlcZzBIaCxaxgGpc+m3X80HTc3f3/M6OO3bLQfqTST3Zcerx4vzu9s9emAZ5AkIHnCp1NnEzPTNUahZwKIZeriCjwYLGYEo/CzLCpZBEqcRHaFKutnA0UWqV+IhMqJ6rrs0uXmc7y3X0w8wwkeUaRFAJRTknOiX20CRkEgLNV4QGAfqbU41+tBhUQDmEj8c/TmdmDvwCNJ5AgoBlkCYJFaHxIpowvgohojnXhfFUtJ4PR8MRKe9aEYQSP+cctPoJ1z3EYGjKo5okj1MeFkbGfmEm993x/sP7btHDSFjVGHeMgOpBWNMZn+dQyaAnbT859TEdNCQMTRWpRRfEkzkHY1Xhslj/Fx1iq745ce3thtR4+Peitpe1GbXPMY7vcx8I/x/qNoGeg8p9hRmEr0xhiPHmCvMG7pk9d/wIt7RvGdOUc7Jb+aTe5lTC7rsdUytBbtK4UWb/nczVnWsmVjfqPFjrNFUq/uJsMlvPrdY9c12eTOyd2J+a0yZjyWkzn+xMrmfvCGyq0RCpgrHW6MaZxTaSVoAYG1qJlWET5/euvK9oSZs3o7LJu5mnNpQ1HylLwMsMAkY5sTUs5dX731Rh4riwv8SzJcz3zXH3fEycthGnXcQBZsbaeNA1HjeMPe7ThrFHe8i4D1KvIVgNzWEXA2+xUNnQaEw4Cdx4F1jtJaMixoJvHiO+veF5mhV4mzIhz7tcT69MT7umoyvTUdcUMqFrW9hTe4Y9kYFsHuFZL9D+pd2P0QmrIJHLXootOohFD7HsILw0gZhah0Z75SAvQePbGRN8rUmG/YUo9gcQ0MEYx9BTgI1axHpeZZ4IwZ7LDZJeXVj3dqUl7p5jDo6nHXc09YtGscBERx7sSU0VDZd6yUJtCb5H82BEWERWaU4EYCvEPknD33OlS4dLIEkjnIgwXbaZ0F+1YJktl9MW0ZJiS0ciDJFMwzzAM6ND9hLwE2MJIPAiJI0lzbB54+fGpPtx0Z+8mo4nD8bTX6Y7T47qD49t5xvnW+c7Z+LsO0+cQ+eFc+IETuL86fzl/L3972BrMBjcrqBbt+o9XzmtMfj6PwqNZjc=</latexit>

⌦0

2<latexit sha1_base64="u4P+0pRts9fZFDYi5yVa4KKK0eo=">AAAJdHiclVZbb9s2FFa7W+xdmm6P2wM3x8BQNILsrssuKFAgRZEABdalS1skMgKKOpZZU5eSVByP0PN+zV6337I/sucdSnaiSzK4BGwRPB+/75Dn6BwFmeBKe94/t26/9/4HH3601et//Mmnn93Zvvv5S5XmksExS0UqXwdUgeAJHGuuBbzOJNA4EPAqmO9b+6tzkIqnyW96mcEkplHCp5xRjUtn21/v+EEqQrWM8WH8qaTM+L/EENEzrzDjotg52x54rlcO0p2MVpOBsxrPz+5u/eyHKctjSDQTVKnTkZfpiaFScyag6Pu5goyyOY3AlCcoyBCXQjJNJf4STcrVBo7GyvqIyJjqmWrb7OJ1ttNcT3+YGJ5kuYaEVULTXBCdEnsdJOQSmBZLQhlDf3Oq0Y8Gg2JUQPjI/XE8MTMQ56DxBBISWLA0jmkS4q3RmItlCFOaC10YX03X8/6wPyRlFBRBKAlyIUCrn3DdRwwGrTyqifMIo1AYGQWFGd333L2H972ig5GwXGE8FwHVD2F1ZwKRQyWDnjT9FDTARNEQczRVpBZdEF/mAoxVhYti/SxaxFZ9c+KVtxtS4+Hfidpe1mbUgcA4vst9IPx/qJsEegYqDxRmEL5MhSHGnynMG7hndj33e9zSvGVMUyHITuWTeptTCTtXO8ZWgtykcaPM3pXM5Z1rnixv1Hmw1qmrVPzF6Wiynlute+a6PBnZO7F/K06bjCWnzXwyGF3P3hLYVKMmUgVjrdGOM49sJK0AMTa0EivDJs7vXnpf0ZImb0ZlnXczT20oV3ykLAEvMmCcClLV2er9r6vw5Kiw/8S3JSwIzFH7fDw5aSJO2oh9zIy1cb9tPKoZO9wnNWOH9oCLAKReQ7AamoM2Bt5iobKh0ZhwErCRnGO1l5wmERZ88wjxzQ3P0qzA25QxedbmenJpetI2HV6aDtumkCd6ZQs7ak+xW3KQ9SM87QQ6uLD7r5ohueik2LyFmHcQixbCT20rtQ4Nd8tBXoDGtzMi+FqTDPsLUfx3IKCZi6PvK8AWnkR6VmVeEoI9l8fiTl1Yd32lJe6eYQ6645Y7mgZFrVhgoiMP9qS6ioYLveChtgTfobk3JHxKlmlOEsBWiH2Shm9ypUuHSyBJpzhJwnTRZEJ/1ZxntlyOG0QLii0diTBEMg1zhmdGh+wlBKAXAAlehKSRpBk2b/zcGLU/LrqTl2N39MAd/zoePD5cfXhsOV863zjfOiNnz3nsHDjPnWOHOX84fzp/OX9v/dv7qjfoDSvo7VurPV84jdFz/wMsi3FK</latexit>

⌦!
<latexit sha1_base64="CraOP8vHtgL1z1ST53Dm7I6xifM=">AAAF4HicnVRLb9NAEN6WBkp4JXDkYpEgcYgi22mV5FCpEhc4USTSVspG0Xo9TqyuH9pHk2jlOzfEFYkr/AR+C/+GdeIAeQglrGTvaObbb7+ZscdLWSikbf88OLxzVLp77/h++cHDR4+fVKpPL0WiOIUeTVjCrz0igIUx9GQoGVynHEjkMbjybl7n8atb4CJM4g9ylsIgIqM4DEJKpHENK9U6fhfBiAw1TvI9qw8rNbtpz5e1aTiFUUPFuhhWj35gP6EqglhSRoToO3YqB5pwGVIGWRkrASmhN2QEeq44s14al28FCTdPLK25dwVHIiFmkWeQEZFjsR7LndtifSWDzkCHcaokxHRxUaCYJRMrT9/yQw5UsplFKDV6FZFGBx0TTqg0ZVrhEpQw8M+aXXegx8BuQZpcOMQwoUkUkdjXOCBRyGY+BEQxmWksgqVdxsYyTZmnpiM1SpifaT7yMu007Gb7tGFvYjjMCozdNIDFswbzEu4DUX9wbvekkTeo1XXne7tzYo78rdJjCjzFGOQSVxNgxDPfjoQoNKHiAoPOLMwVA50LhWm23LM14lzw7sRFgrsxm3LtxZyXdzfRHjP93accBr6baA57aF72cSfm6f68v4vRWfB2ttCS/6CtY/P3MYYXR+vrlGYGccj6zkBv+56cXEv+yvBYmP9s4bF0fiUfgVVzNjSaUSc2Sf/dcWvJvgzMictYwlROQl+Oz1qnZkaZUeesD7ZN49JtOq2m+96tnb8tht4xeo5eoFfIQW10jt6gC9RDFE3QV/QNfS95pY+lT6XPC+jhQXHmGVpZpS+/AP/DF3E=</latexit>

⌦0
<latexit sha1_base64="j0J5WT+n6MBm+LotlsopbieLllQ=">AAAJaniclVbrbts2FFbbXWLvlnY/hqF/iMUGhqIRZHdddkGBAgmKFCiwLl3aIpERUNKxzJmiVJKK4xF6mv3dHmjvsIfYoWQnuiSDS8AWwfPx+w4Pj85RkHGmtOf9c+v2nQ8+/OjjrV7/k08/+/yL7bv3Xqs0lyEchylP5duAKuBMwLFmmsPbTAJNAg5vgvm+tb85B6lYKn7TywwmCY0Fm7KQalw62/5q4Acpj9QywYfxf0kgpmdeMTjb3vFcrxykOxmtJjvOarw8u7v1sx+lYZ6A0CGnSp2OvExPDJWahRyKvp8ryGg4pzGY0u+CDHEpItNU4k9oUq42cDRR1jNEJlTPVNtmF6+zneZ6+sPEMJHlGkRYCU1zTnRKbBBIxCSEmi8JDUP0N6ca/WgwqJByiJ64P44nZgb8HDSeQIKARZgmCRWR8ac0YXwZwZTmXBfGV9P1vD/sD0kZe0UQSoKcc9DqJ1z3EYNXVR7VJHmMsS+MjIPCjB567t7jh17RwUhYrjCei4Dqh7C6MwHPoZJBT5p+chpgemhIGJoqUosuiC9zDsaqwkWxfhYtYqu+OfHK2w2p8fDvRW2DtRl1wPEe3yceCP8f6iaBnoHKA4UZhK9QYYjxZwrzBh6YXc/9Hrc0o4xpyjkZVD6pdzmVMLjaMbYS5CaNG2X2rmQuY66ZWN6o82itU1ep+IvT0WQ9t1oPzHV5MrIxsX8rTpuMJafNfLIzup69JbCpRk2kuoy1RvueWWxv0goQY69WYmXYxPndS+8rWtLkzais827mqb3KFR8pS8CrDEJGOamqa/X+11WYOCrsP/FtCQsCc9Q+HxMnTcRJG7GPmbE27reNRzVjh/ukZuzQHjIegNRrCFZDc9jGwDssVPZqNCacBGwf51jtJaMixoJvniC+ueFFmhUYTZmQF22ug0vTQdv0/NL0vG2KmNArW9RRe4Y9koGsH+FZ56KDC7v/qgWSi06KzVuIeQexaCH81LZR69BwtxzkFWh8O2OCrzXJsL8Qxf4AAjp0cfR9Bdi4RaxnVeaJCOy5vDDp1IV1r1da4u4Z5qA7brmjaVDUigUmOvJgT6qraLjQCxZpS/AdmntDwqZkmeZEALZC7JM0+j1XunS4BJJ0ihMRpYsmE/qr5iyz5XLcIFpQbOlIhFck0ygP8czokA1CAHoBIDAQksaSZti88XNj1P646E5ej93RI3f863jn6cHqw2PLue9843zrjJw956lz6Lx0jp3QKZw/nb+cv7f+7d3rfd27X0Fv31rt+dJpjN7gP1znbMc=</latexit>

Bandpass filter
<latexit sha1_base64="BR122rgbFDxB/bRWMvxEN1Tve4g=">AAAJYniclVZbb9s2FFa7W+xdmrSP2wOx1MBQNILsbs0u6FAsRZECfejSpS0SGQElHcmcKUolqTgeoV+y1+1H7X0/ZIeSneqSDC4B2QTPx+87POfoUEHOmdKe98+Nmx98+NHHn2wNhp9+9vkXt7Z3br9SWSFDOA4znsk3AVXAmYBjzTSHN7kEmgYcXgfzA2t/fQ5SsUz8ppc5TFOaCBazkGpcOtu+9QsVUU6VIjHjGuTZ9q7netUg/cl4Ndl1VuPF2c7WT36UhUUKQocciU7HXq6nhkrNQg7l0C8U5DSc0wRM5W9JRrgUkTiT+AhNqtUWjqZKLdMAkSnVM9W12cWrbKeFjr+fGibyQoMIa6G44ERnxB6eRExCqPmS0DBEfwuq0Y8Wgwoph+iR+8NkambAz0HjCSQIWIRZmmKsjB/TlPFlBDEtuC6Nr+L1fDgajkgVc0UQSoKCc9DqR1z3EYMpqo5q0iLJeFQamQSlGd/33P3v7ntlDyNhucJ4LgLqB2FNZwJeQC2DnrT95DTAstCQMjTVpBZdEl8WHIxVhYty/V92iK365sQrbzekxsO/F7UN1mbUAcc8vk88EP4/1G0CPQNVBAorCF+d0hDjzxTWDdwze577ELe0o4xlyjm5W/uk3hZUwt13OyZWglynca3M/juZy5hrJpbX6jxY6zRVav7ydDxdz63WPXNVnYxtTOzPitMWY8VpK5/sjq9m7whsqtEQqZOx1ujmmSU2k1aAGJtaiZ1hE+f3Lr2vaUmbN6eyybuZpzaVKz5StYCXOYSMcmJ7WMbr97+pwsRRaX+Jb1tYEJij7vmYOGkjTrqIA6yMtfGgazxqGHvcJw1jj/aQ8QCkXkOwG5rDLgbeYqOyqdFYcBK48c+x20tGRYIN3zxCfHvD8ywvMZoyJc+7XE8uTU+6pmeXpmddU8SEXtmintpTvBsZyOYRnvYSHVzY/ZidqE4SueiV2LyDmPcQiw7Cz1JIqHVotFcN8hI0vp0Jwdea5Hi/EMX+AAI6dHEMfQV4YYtEz+rKExHYc3lh2usL6zteaYm7Z1iD7qTjjqZB2WgWWOjIg3dSU0XDhV6wSFuCb9E8GBEWk2VWEAF4FeI9SaPfC6UrhysgyWKciChbtJnQXzVnuW2XkxbRguKVjkSYIplFRYhnRodsEALQCwCBgZA0kTTHyxs/N8bdj4v+5NXEHT9wJ79Odh//vPrw2HK+dL52vnHGzr7z2Dl0XjjHTugUzp/OX87fW/8OhoOdwZ0aevPGas8dpzUGX/0HcURpnA==</latexit>

Lowpass spectrum
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Figure 2.15: (a) (Color online) Illustration of the 2-D bandpass filter placement
in the GCT domain and its bandwidth for 0 < ↵ < 1. The filter is always placed
at the dominant peak (⌦0t, ⌦0!) = (⌦0 cos�0, ⌦0 sin�0), where ⌦0 =

p
⌦2

0t + ⌦2
0!

from the origin. A similar argument holds for the filter placement in second and
third quadrants and (b) the distribution of 2-D BPF center locations in GCT plane
corresponding to the spectrogram patches of a female speech utterance, “Author of
The Danger Trail, Philip Steels, etc.” A pair of peaks for a patch is marked by a
combination of ⇥ (red) and � (blue).
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for high pitch sounds such as female voices. Consecutive patches have an overlap of

75% and 35% along time and frequency axes, respectively. Since the spectrogram

is a non-negative quantity, a patch has DC component, which must be removed

before performing demodulation. This is done by passing the patch through a 2-D

bandpass filter. The filtered patch is then subjected to CRT-based demodulation.

Figure 2.14 illustrates demodulation of a speech spectrogram patch using CRT. Next,

we describe the design of the 2-D bandpass filter.

2.5.1.1 2-D Bandpass Filter

The GCT of a voiced spectrogram patch shows multiple dominant peaks, which

include peaks at the zero frequency, the spatial frequency ⌦0, and its harmonics

(see Figure 2.8). We use a 10th-order 2-D Butterworth filter designed with its center

frequency located at the second dominant peak in the GCT domain, which occurs at

the spatial frequency ⌦0 as shown in Figure 2.15(a). Centered at ⌦0 = (⌦0t, ⌦0!) 2

R2, the bandwidth of the bandpass filter (BPF) is chosen to be ↵⌦0 where 0 < ↵ < 1

and ⌦0 =
p

⌦2
0t + ⌦2

0!. The transfer function of an nth-order circular Butterworth

2-D BPF filter centered at ⌦0 is given by

H(⌦t, ⌦!) =
1

1 +

✓
R(⌦t,⌦!)

⌦c

◆2n , (2.46)

where R(⌦t, ⌦!) =
p

(⌦t � ⌦0t)2 + (⌦! � ⌦0!)2, and ⌦c 2 R>0 denotes the cut-o↵

frequency of the filter. The optimum value of ↵ is obtained empirically by evaluating

the model accuracy on a speech database for which the details are provided in

Section 2.6.3. For unvoiced spectrogram patches, the location of the dominant

peak occurs at random locations. Figure 2.15(b) shows the distribution of the

center locations of BPF in GCT plane for the spectrogram patches of a continuous

speech utterance spoken by a female speaker. The peak-pairs along ⌦t-axis mostly

correspond to unvoiced patches, whereas the peak-pairs corresponding to voiced

patches occur in either the first and third quadrants or second and fourth quadrants
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Figure 2.16: The t-f maps of (a) the spectrogram, (b) AM, and (c) the corresponding
2-D carrier for a speech utterance, “Author of the danger trail, Philip Steels, etc.,”
spoken by a male speaker.

depending on whether the pitch is decreasing or increasing, respectively. The

occurrence of peak-pair along ⌦!-axis indicates a flat or nearly constant pitch.

The bandpass filter e↵ectively retains the fundamental bandpass term in Equa-

tion (2.13) and the estimates of V (!) and cos�(!) for each patch are obtained

from this term using Equations (2.43)-(2.45). The spectrotemporal characteristics

of a speech signal are more prominent in the full t-f maps of AM and 2-D carrier

cos �(!). The t-f map of the AM is obtained by combining the AM components of
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all the patches using 2-D overlap-add in least-squares sense (2-D OLA-LSE) (Ap-

pendix B). The same procedure is followed to obtain the t-f map of the 2-D carrier.

Figure 2.16 illustrates the t-f maps of the AM and the 2-D carrier cos�(!). We

observe that the AM captures slowly varying magnitude response of the vocal-tract

filter/formant-structure and the 2-D carrier predominantly exhibits the excitation

characteristics such as pitch and the evolution of its harmonics in the t-f plane.

2.5.2 Estimation of the Model Coe�cients

After obtaining estimates of V (!) and �(!) for a patch, the parameter set ✓

is estimated using least-squares regression. Let m = (l,k) denote the discrete

counterpart of ! = (t,!). A spectrogram patch SW (m) is vectorized to a column

vector s. Similarly, the column vectors corresponding to V (m) and �(m) are denoted

by v and �, respectively. The coe�cients ✓ = [↵0,↵1, · · · ,↵K ]T are obtained by

solving the following problem:

✓⇤ = arg min
✓

����s � v �

✓
↵0 +

KX

j=1

↵j cos j�

◆����
2

, (2.47)

where � denotes element-wise product. Taking derivative of the cost function with

respect to ✓ in Equation (2.47) and equating it to zero gives a set of K + 1 linear

equations:
2

66666664

kv0k
2 vT

0 v1 · · · vT
0 vK

vT
1 v0 kv1k

2
· · · vT

1 vK

...
...

. . .
...

vT
Kv0 vT

Kv1 · · · kvKk
2

3

77777775

| {z }
A(K+1)⇥(K+1)

2

66666664

↵0

↵1

...

↵K

3

77777775

| {z }
✓(K+1)⇥1

=

2

66666664

vT
0 s

vT
1 s
...

vT
Ks

3

77777775

| {z }
b(K+1)⇥1

, (2.48)

where vj = v � cos j� for j = 0, 1, 2, . . . K. The closed-form least-squares solution

to Equation (2.48) is given by ✓⇤ = A†b, where A† denotes the pseudo-inverse of A.

An illustration of the obtained AM, FM, and ✓⇤ for a voiced spectrogram patch is

shown in Figure 2.17.
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Figure 2.17: (Color online) A narrowband spectrogram of a male speech utterance.
The decomposition of a voiced patch into its AM-FM components using the mul-
ticomponent AM-FM model. The estimated model coe�cients for the patch were
↵0 = 0.83,↵1 = 1,↵2 = 0.26, and ↵3 = 0.01.
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Figure 2.18: (a) Schematic for a voiced spectrogram patch, and (b) its GCT with
dominant peak illustrated by a symbol “⇥”.

2.5.3 Choice of the Model Order

We show that the optimal choice of the model order is proportional to the instanta-

neous fundamental frequency (pitch) of the speaker, and hence the model order must

be adapted to the pitch. Figure 2.18 depicts the fanning structure of the harmonic

lines corresponding to a voiced spectrogram patch and the corresponding pair of

peaks in its GCT (marked with ⇥). If the patch size is small enough such that the

harmonic lines can be assumed to be approximately parallel to the local variations

of the speaker’s fundamental frequency F0, then with reference to the schematic
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Figure 2.19: (Color online) Spectrogram patches ( of size 1 kHz ⇥ 80 ms) of a signal
consisting of a sum of harmonically related sinusoids with fundamental frequency
(a) f0 = 100 Hz, (b) f0 = 200 Hz and their corresponding GCTs in (c) and (d). The
spectrogram was computed with a 40 ms Hamming window with a frameshift of
1 ms and 512 FFT points. The signal sampling frequency is 8 kHz. The figure shows
that, for a given spectrogram patch size, a signal with higher fundamental frequency
has more number of peaks in GCT plane than a signal with lower fundamental
frequency.

shown in Figure 2.18, we have

F0 ⇡
fs

N1

2⇡

⌦0 sin�0
, �0 2 (0,⇡), (2.49)

where fs and N1 denote the sampling frequency of the speech signal and the number

of FFT points used for computing the STFT, respectively. For a given spectrogram

patch, the model order K is the count of the number of peaks that occur at

fundamental frequency and its harmonics in the GCT domain within the Nyquist
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frequency bounds. Hence, the model order K is given by

K = min

⇢�
⇡

⌦0 sin�0

⌫
,

�
⇡

⌦0| cos�0|

⌫�
. (2.50)

Using Equation (2.49), one can express the model order K in terms of F0 as follows

K = min

⇢�
N1

2fs
F0

⌫
,

�
N1| tan�0|

2fs
F0

⌫�
, (2.51)

which shows that, for given fs, N1 and �0, the model order is directly proportional

to F0. A higher value of F0 results in a higher value of K. For illustration, consider

the signal

s(t) =
JX

j=1

sin(2⇡jf0t), (2.52)

which is a sum of J harmonically related sinusoids with fundamental frequency f0.

We consider a spectrogram patch of dimension 1 kHz ⇥ 80 ms. Figure 2.19 shows

the patches and their GCTs for two cases: (1) f0 = 100 Hz, and (2) f0 = 200 Hz

with J = 10. From the figure, one can observe that, for a fixed patch size, the

number of peaks in the GCT domain becomes double when the frequency f0 is

increased from 100 Hz to 200 Hz. Hence, for higher f0 values, the model order K

can take on high values in accordance with Equation (2.51). Therefore, the model

order in Equation (2.13) should be chosen in a pitch-adaptive manner based on the

relation given in Equation (2.51). For instance, female speakers have a higher F0

and correspondingly a higher K compared to male speakers.

2.5.3.1 Upper Bound on the Model Order

Irrespective of the values taken by �0 2 (0,⇡), the upper bound on the model order

K using Equation (2.51) is given by

K 

�
N1

2fs
F0max

⌫
, (2.53)
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Figure 2.20: (Color online) Illustration of a spectrogram patch, its 2-D Fourier
transform, SRNR values with respect to K and the values of model coe�cients when
the patch is subjected to multicomponent modeling with a fixed model order K = 6.
The first row corresponds to male speakers and the second one to female speakers.

where F0max is the maximum fundamental frequency of the speaker. Let Kmax

=

�
N1
2fs

F0max

⌫
. Consider an example with N1 = 512, fs = 8000 Hz and a female

speaker with F0max= 300 Hz, then using Equation (2.53), we get Kmax = 8. On

the other hand, the 2-D Fourier transform of an unvoiced patch does not show

harmonically separated peaks. Assuming ⌦0 corresponds to the highest peak location

in an unvoiced patch, we use the same criterion for selecting the model order as

given in Equation (2.53).

2.5.4 Model Order versus Model Accuracy

We conduct a preliminary experiment to compute the accuracy of the proposed

model versus model order for a voiced spectrogram patch. Two patches having

same dimensions are considered from the narrowband spectrograms corresponding

to speech utterances spoken by male and female speakers. The spectrogram patch

modeling accuracy is measured using the objective measure, Signal-to-Reconstruction
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Noise-Ratio (SRNR), which is defined as follows:

SRNR = 20 log10

 
kS(!)k

kS(!) � Ŝ(!)k

!
dB, (2.54)

where S(!) and Ŝ(!) denote the original and reconstructed spectrogram patches,

respectively. Figure 2.20 shows two spectrogram patches corresponding to a male

speaker and a female speaker and their corresponding GCTs. The figure also shows

the SRNR values versus model order. The highest model order was set using

Equation (2.53) with F0max set to the average pitch of the female speaker, which

was obtained using the standard software Praat [84]. The figure shows that the

SRNR improves by increasing the model order for both the speakers. For male

speakers, the SRNR improves by about 55 dB when the model order is increased

from K = 1 to K = 2. For female speakers, the SRNR improves by about 50 dB

when the model order increases from K = 1 to K = 4. Also, we see a saturation

in SRNR beyond a certain value of K. Because female speakers have a higher F0,

the saturation occurs at a higher value of K (cf. Equation (2.53)) than for a male

speaker. This also implies that more the of 2-D cosines (equivalently higher model

order) are required for modeling a high-pitched sound. The figure also shows the

variations of the model coe�cients when the highest model order was set to K = 6.

Observe that the model coe�cients of the male and female speakers patches under

consideration are close to zero for K > 2 and K > 4, respectively. In conclusion, this

experiment shows that the model order must be chosen depending on the significant

harmonic peaks present within the 2-D Fourier transform of a patch.

Evaluation of the multicomponent AM-FM model on a speech database is reported

in Section 2.6.

2.5.5 Multicomponent AM-FM Decomposition of a Spectrogram

Patch

We now show that the model error decreases as the model order increases.
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Algorithm 2.1 Multicomponent decomposition of a speech spectrogram

Step 1: Input the spectrogram patch SW (!) to a bandpass filter designed to pick
the fundamental bandpass component V (!) cos�(!).
Step 2: Using Riesz transform based demodulation, estimate AM V (!) and FM
�(!).
Step 3: Determine the optimum model order K using Equation (2.50).
Step 4: Find the optimum model coe�cients ✓⇤ = {↵⇤

k}
K
k=0 by solving the following

optimization cost:

✓⇤ = arg min
✓

����SW (!) � V (!)

✓
↵0 +

KX

j=1

↵j cos j�(!)

◆����
2

F

.

Outputs: ✓⇤, AM component V (!), and 2-D carriers
{cos �(!), cos 2�(!), . . . , cos K�(!)}.

Theorem 2.5.1. The least-squares error for a Kth-order model is given by

EK(↵0, . . . ,↵K) =

ZZ ✓
SW (!) � V (!)

KX

k=0

↵k cos k�(!)

◆2

d!. (2.55)

The model coe�cients {↵k}
K
k=0 are obtained by solving the following optimization

problem:

arg min
↵0,...,↵K

EK(↵0, . . . ,↵K). (2.56)

Let (↵̃⇤

0, . . . , ↵̃
⇤

K) denote the optimum solution in Equation (2.56). Also, let

(↵⇤

0, . . . ,↵
⇤

K+1) be the optimum solution set for model order (K + 1).

The claim is that

EK+1(↵
⇤

0, . . . ,↵
⇤

K+1)  EK(↵̃⇤

0, . . . , ↵̃
⇤

K); K = 1, 2, 3, . . . ,

i.e., the least-squares error with a (K + 1)th-order model is lower than that of a

Kth-order model.

Proof: Since (↵⇤

0, . . . ,↵
⇤

K+1) is the optimal solution to the (K +1)th-order model,

we have

EK+1(↵
⇤

0, . . . ,↵
⇤

K+1)  EK+1(↵0, . . . ,↵K+1), 8↵0, . . . ,↵K+1. (2.57)
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Further, with ↵k+1 = 0, we have

EK+1(↵0, . . . ,↵K , 0) = EK(↵0, · · · ,↵K), 8↵0, . . . ,↵K . (2.58)

Setting (↵0, . . . ,↵K ,↵K+1) = (↵̃⇤

0, . . . , ↵̃
⇤

K , 0) in Equation (2.57) gives

EK+1(↵
⇤

0, . . . ,↵
⇤

K+1)  EK+1(↵̃
⇤

0, . . . , ↵̃
⇤

K , 0). (2.59)

Plugging Equation (2.58) in Equation (2.59), we get

EK+1(↵
⇤

0, . . . ,↵
⇤

K+1)  EK(↵̃⇤

0, . . . , ↵̃
⇤

K), (2.60)

which is the desired result.

2.6 Performance Evaluation on Speech Data

2.6.1 Objective Measures

We use four objective measures to quantify the accuracy of the proposed model.

The first three are computed between the input speech signal and the reconstructed

signal. Higher values of these scores reflect a better model accuracy. The fourth one

quantifies the error in demodulation — the lower it is, the better is the modeling

accuracy.

(1) Global signal-to-noise ratio (GSNR): GSNR quantifies the reconstruction error

in the time domain and is given by

GSNR = 20 log10

✓
kx(t)k

kx(t) � x̂(t)k

◆
dB,

where x(t) and x̂(t) denote the original speech signal and reconstructed speech

signal, respectively.

(2) Average frame-wise (or segmental) signal-to-noise ratio (SSNR): SSNR is ob-

tained by averaging the frame-wise SNR over speech frames of duration 20 ms.

Prior to computing SSNR, the silence region are removed using a short-time
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energy based detector.

(3) Perceptual evaluation of speech quality (PESQ).

(4) Patch error: Patch error measures the error between the original and recon-

structed spectrogram patch relative to the energy in the original patch SW (m)

and is given by

⇣p =

P
m |SW (m) � S̃W (m)|2P

m |SW (m)|2
, (2.61)

where S̃W (m) is the reconstructed spectrogram patch obtained using the esti-

mated AM and weighted carriers.

2.6.2 Database and Experimental Settings

We use the Starkey database [57], which has 8 male and 8 female American speakers,

reading the standard rainbow passage [58]. We randomly pick 5 speech utterances

(each about 4 s long) for each of the speakers, thus giving rise to a total of 40 male

and 40 female utterances. Additionally, the database has speakers with di↵erent

voice quality, speaking style, and pitch. The speech signals in the database are

downsampled to 8 kHz. A narrowband spectrogram is computed using a Hamming

window with frame update interval of 1 ms. We next address the optimum length of

the analysis window to compute STFT and the bandwidth factor for 2-D bandpass

filter as alluded to in Section 2.5.1.1.

2.6.3 Optimum Duration of the Analysis Window and Bandwidth

of the 2-D Bandpass Filter

We vary the duration of 1-D analysis window and the 2-D bandpass filter bandwidth

and analyze the impact of the parameters on the average model accuracy evaluated

over speech waveforms taken from the Starkey database. The spectrogram is

subjected to the proposed multicomponent modeling and the model parameters

(AM, FM, and ✓) are estimated for each spectrogram patch. An approximation of
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Figure 2.21: (Color online) Average values of objective scores on Starkey database
for varying duration of analysis window with respect to bandwidth factor ↵. The
first row corresponds to the male speakers and the second one to the female speakers.

the spectrogram patch is obtained using Equation (2.13). The patches are combined

using OLA-LSE in 2-D to obtain the full spectrogram matrix. The reconstructed

spectrogram using 2-D OLA-LSE is combined with the original STFT phase. The

time-domain speech signal is reconstructed using inverse short-time Fourier transform

and the overlap-add of the speech frames.

We compute the average objective measures (see Section. 2.6.1) between the original

and reconstructed speech signals for varying window duration and filter bandwidth

factor ↵. Taking into consideration the typical duration of the window used for

short-time analysis of speech signals, we vary it from 20 ms to 40 ms in steps of 5 ms.

Figure 2.21 shows the average values of the objective measures as a function of the

bandwidth factor ↵ that varies from 0.4 to 0.7 in steps of 0.1 for di↵erent window

durations. From the figure, an improvement in all the three objective measures is
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observed when ↵ varies from 0.4 to 0.5 irrespective of the window duration and the

speaker’s gender. For both male and females speakers, there is significant degradation

in the model performance for ↵ > 0.5 and the highest model accuracy is achieved

for ↵ = 0.5 and window duration of 40 ms. The PESQ scores show an increasing

trend with increasing bandwidth factor, however, the variations are small. One can

observe that for a given value of ↵, GSNR and SSNR scores are better for window

duration 40 ms than any other choice of the window duration with no significant

performance gain when the window duration is changed from 30 ms to 40 ms. Based

on these observations, a reasonable choice of bandwidth factor and window duration

can be made for a relatively high model accuracy irrespective of the gender. We

conclude that the optimum values of bandwidth factor and window duration can be

set to be 0.5 and 40 ms, respectively.

2.6.4 Performance Comparison: Monocomponent Versus Multi-

component Model

2.6.4.1 Highest achievable model accuracy without demodulation

We use continuous speech utterances from Starkey database and evaluate the perfor-

mance of spectrogram analysis and synthesis steps without demodulation. In the

analysis step, the spectrogram is divided into overlapping patches, each patch is

multiplied by a 2-D window, which is followed by synthesis step where the patches are

stitched back using 2-D OLA-LSE (Appendix B). The performance of 2-D OLA-LSE

is evaluated using the objective measures GSNR, SSNR, and PESQ. This gives

the upper limits of the objective measures without subjecting a spectrogram to

demodulation.

Table 2.1 shows the objective scores. High values of GSNR and SSNR indicate a

high reconstruction accuracy of the speech waveforms, and a high value of PESQ

indicates that the reconstructed speech is of high perceptual quality.
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Table 2.1: Average values of objective scores for spectro-
gram reconstruction after splitting and 2-D OLA-LSE
for Starkey database.

GSNR (dB) SSNR (dB) PESQ

Female 56.23 ± 1.77 72.07 ± 1.38 4.45 ± 0.03

Male 55.64 ± 1.73 73.08 ± 1.45 4.46 ± 0.02

Table 2.2: Performance comparison between monocomponent and multicomponent
models on Starkey database.

Male speakers Female speakers

Monocomponent Multicomponent Monocomponent Multicomponent

GSNR (dB) 12.23 ± 1.66 14.00 ± 1.60 11.96 ± 1.53 15.37 ± 2.01

SSNR (dB) 10.50 ± 1.20 12.30 ± 1.24 11.23 ± 1.02 15.14 ± 1.69

PESQ 3.89 ± 0.13 4.13 ± 0.10 3.33 ± 0.20 3.94 ± 0.14

2.6.4.2 Model accuracy on a continuous speech database

In this section, the evaluation is done by subjecting the spectrogram to demodulation.

We apply the proposed model for analysis/synthesis to the continuous speech

utterances from the database. In particular, we carry out a performance comparison

between a monocomponent model (K = 1) and its multicomponent counterpart,

where the model order is selected in a pitch-adaptive fashion. The objective scores

for both the models are given in Table 2.2. The table shows that the inclusion of

higher-order (K > 1) weighted cosine carriers indeed improves the model accuracy

over a monocomponent model. Also, a multicomponent model gives about 2 to

3 dB improvement over a monocomponent model for male and female speakers,

respectively.

2.6.4.3 The cumulative average normalized count of the model order K

across patches

We mentioned in Section 2.5.3 that the multicomponent model benefits from choosing

the model order for each patch in a pitch-adaptive fashion. To elucidate further,
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Figure 2.22: Cumulative average normalized count.

we analyze the model order required by di↵erent patches obtained while analyzing

the waveforms from the database. We propose a measure namely, the cumulative

average normalized count, given by

Ck =

PKmax

j=k nj
PKmax

j=1 nj

, (2.62)

where k = 1, 2, 3, 4, · · · , Kmax, with Kmax denoting the maximum model order, nk

denotes the total number of patches with model order k. The cumulative average

normalized count Ck is a measure of the occurrence of patches having model order

k or higher and satisfies the following relation:

Ck > Ck+1 with k = 1, 2, 3, · · · , Kmax � 1. (2.63)

The average normalized count of the model order after pooling all patches is shown

in Figure 2.22 with Kmax = 5. The spectrogram patches corresponding to female

speakers feature a higher occurrence of model orders 3, 4, and 5, relative to the

patches from male speakers. This is attributed to the higher F0 of female speakers.

This result shows that it is advantageous to adapt the model order.

2.6.5 Performance Comparison for All-voiced Speech Utterances

The performance comparison between monocomponent and multicomponent model

is carried out for all-voiced speech utterances taken from TIMIT database [85].

Speech files corresponding to the sentences “S1: Where were you while we we were
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Table 2.3: Comparison of global and average frame-wise SNRs of speech reconstructed
using a monocomponent and multicomponent model. The higher SNR is indicated
in boldface. The speech files were taken from TIMIT database.

Filename F0 range (Hz) Global SNR Avg. frame-wise SNRs

Monocomponent Multicomponent Monocomponent Multicomponent

mS1 (120, 188) 19.38 21.17 19.1 20.45

fS1 (190, 270) 12.17 22.52 13.76 24.48

mS2 (104, 156) 21.00 22.38 20.00 21.31

fS2 (199, 310) 10.89 21.48 13.07 23.73
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Figure 2.23: (Color online) Frame-wise SNRs of voiced speech files reconstructed
using demodulated AM and carriers. The dashed black and thick blue lines corre-
spond to monocomponent and multicomponent model, respectively. (a) mS1, (b)
fS1, (c) mS2, and (d) fS2.

away?” and “S2: He will allow a rare lie.” were chosen. The identity of male and

female speakers is indicated by prefixing ‘m’ and ‘f’ to the the sentence label. ‘mS1’,

‘fS1’, ‘mS2’, and ‘fS2’ correspond to the speakers with TIMIT database IDs ‘DAC2’,
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(a) (b)

(c) (d)

Figure 2.24: (Color online) Histograms of patch error measure ⇣p corresponding to
di↵erent voiced speech files: (a) mS1, (b) fS1, (c) mS2, (d) fS2.

‘GJD0’, ‘GJF0’, and ‘JMG0,’ respectively. All the speech files were downsampled to

8 kHz and silence regions were manually removed. The speech files were normalized

to have a peak time-domain magnitude of unity. From the conclusion drawn in

Section 2.6.3, we choose a 40 ms Hamming window for spectrogram computation

and bandwidth factor ↵ = 0.5.

Table 2.3 shows global and frame-wise SNR values for reconstructed speech files

using monocomponent and multicomponent models. One can observe that for the

male speakers, the objective scores are about 1 to 2 dB higher for multicomponent

model over the monocomponent model. On the other hand, a significant improvement

of about 11 dB is observed for female speakers. This is because the average
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fundamental frequency of female speakers is higher than that of the male speakers.

Hence, choosing model order adapted to pitch variations of the speaker is more

e↵ective for high-pitched speech sounds. Figure 2.23 displays the variations of frame-

wise SNRs over a time duration of 0 to 0.3 seconds for the voiced speech files. From

the figure, we observe that frame-wise SNR is higher for multicomponent model with

respect to monocomponent model across the speech frames over the specified time

duration. The advantage of the multicomponent model over the monocomponent

one is more prominent in the case of female speakers than males speakers.

Figure 2.24 shows histograms of ⇣p for di↵erent all voiced speech utterances. We

observe that more spectrogram patches take on low values of ⇣p for the multicompo-

nent model than a monocomponent model. This also shows that a multicomponent

model gives superior modeling accuracy than a monocomponent model.

2.7 Chapter Summary

We provided a review of 2-D cosines, Fourier transform and 2-D AM-FM cosines.

A voiced patch of a speech spectogram was modeled as a 2-D AM-FM signal.

We investigated a multicomponent 2-D AM-FM model for the spectrotemporal

patches and developed a novel scheme for optimal choice of the model order. We

showed that the model order for a given patch is proportional to the variations

in the instantaneous fundamental frequency of the speaker. The model order

was varied across spectrogram patches depending on the speaker’s pitch. We

estimated the model parameters in two steps: (1) the AM and FM components

were estimated by solving the 2-D demodulation problem, and (2) the weights of

the 2-D cosine carriers were estimated by using the least-squares method. For

solving the demodulation problem, we used the Riesz transform technique, which

gives accurate estimates of the AM and FM components. The proposed model was

applied for the decomposition of a narrowband spectrogram and compared with its

monocomponent counterpart. We used four types of objective measures to quantify
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the model accuracy: GSNR, SSNR, patch reconstruction error, and PESQ. First,

we evaluated the model accuracy for all voiced speech utterances and compared

multicomponent model with a monocomponent model. Second, we hypothesized that,

in addition to voiced speech sounds, the unvoiced sounds are also better represented

by incorporating more number of cosine carriers in the model. This argument was

supported by running an experiment on a speech database containing continuous

speech utterances from a variety of speakers. We showed that the multicomponent

model gives superior model accuracy over its monocomponent counterpart in terms

of all the four measures.
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Chapter 3

Periodic and Aperiodic Decomposition of

Speech Signals

The speech signal broadly comprises voiced and unvoiced segments. The voiced

segments can be considered the output of a time-varying vocal-tract filter with the

excitation being a combination of a quasiperiodic stream of pulses and noise. In the

case of unvoiced segments, the excitation is noise-like. Therefore, the speech signal

is a mixture of a periodic (deterministic) and an aperiodic (stochastic) component.

Decomposing a speech signal into its periodic and aperiodic constituents is an

important task and finds applications in speech synthesis [86], denoising [87], voice

analysis [88], etc. For instance, such a decomposition is useful for controlling

the characteristics of excitation source signal for speech synthesis application [89]

where the aperiodic component characterizes the voice attributes such as breathiness

and roughness. Breathiness is caused due to glottal air leakage or turbulence

during phonation. Roughness is defined by the presence of low-frequency noise

component [42]. Unvoiced speech sounds exhibit a higher degree of the aperiodic

component. In contrast, although the voiced speech sounds have relatively lesser

energy of the aperiodic component, they are never completely devoid of it [90].

Previous studies [91] have shown that there are mainly two sources of aperiodicity

in voiced speech sounds: 1) additive random noise, and 2) modulation aperiodicity.

• Additive random noise: This source of aperiodicity represents frication or aspiration

noise. It is present in segments of voiced fricatives or breathy vowels [92–94]. This

is modeled as additive because the noise is superimposed onto the voice source. The

63
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location of the source of additive noise in the vocal apparatus indicates the nature

of the noise. For example, the noise is aspiration noise if it is generated at the

glottis (especially when the glottal closure is incomplete), or frication noise if it is

generated at a constriction in the vocal tract (e.g. voiced fricatives). The frication

noise and aspiration noise also di↵er in their spectral properties — the frication

noise is highpass, and the aspiration noise is broadband.

• Modulation aperiodicity: Random perturbations in the duration of glottal cycles

and their peak amplitudes cause modulation aperiodicity in the speech signal.

Aperiodicity may also be introduced by voluntary changes in the source characteristics

as in prosody, and in formant transitions.

We study the characteristics of the demodulated 2-D carrier for di↵erent types

of speech sounds. In particular, we observe that the 2-D carrier exhibits mainly

two types of spectrotemporal regions: (1) coherent regions, which contain a strong

structure; and (2) incoherent regions where there is no prominent structure. These

spectrotemporal properties are characterized by maps computed from the 2-D

carrier using the complex Riesz transform: (1) the coherencegram, and (2) the

orientationgram. We employ these t-f maps for periodic-aperiodic decomposition

(PAPD).

In Section 3.1, we first elaborate on the spectrotemporal properties of the

2-D carrier in connection to the periodic/aperiodic components of speech. We

show that di↵erent speech sounds exhibit distinguishable spectrotemporal patterns

in the 2-D carrier. Such patterns can be e↵ectively captured by computing the

coherence and orientation of the 2-D carrier. In Section 3.2, we propose a new t-f

map referred to as the tracegram. Unlike coherencegram and the orientationgram,

which are computed from the 2-D carrier, the tracegram is computed directly from

the speech spectrogram. Analogous to short-time energy in 1-D, the tracegram

gives spectrotemporal distribution of energy. In Section 3.3, we construct a joint

feature vector in R3 by taking values from the coherencegram, orientation, and the
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Figure 3.1: Illustration of the coherent and the incoherent time-frequency regions in
a carrier spectrogram.

tracegram at a t-f bin. The problem of periodic/aperiodic decomposition is viewed

as an unsupervised binary classification problem where each t-f bin is classified as

either periodic or aperiodic. The classifier output results in a binary mask in the t-f

domain, which could be used to decompose the speech signal into its periodic and

aperiodic components.

3.1 The Carrier Spectrogram and its Time-Frequency Properties

We have also seen that the carrier in a 2-D AM-FM multicomponent model can be

modeled as consisting of a 2-D sinusoid oscillating at the fundamental frequency and

the sinusoids oscillating at its harmonics. We focus on the 2-D carrier component

that oscillates at the fundamental frequency and refer its t-f map to as the carrier

spectrogram.

We have seen in Chapter 2 that the Riesz transform approach enables demodula-

tion of the spectrogram into AM and FM components. The FM component or the

carrier spectrogram carries information not only about the evolution of the fundamen-

tal frequency of the speaker but also the perturbations in pitch partials due to the

aperiodicity in the speech signal. An example carrier spectrogram corresponding to

a continuous speech utterance is shown in Figure 3.1. Some observations are in order:

(1) the interference due to the formants of the vocal-tract filter has been removed

by the demodulation technique; (2) the temporal evolution of the fundamental
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Figure 3.2: [Color online] (a) A speech waveform, and (b) its carrier spectrogram.
The speech utterance is “She had your dark suit in greasy wash water all year,” spoken
by a female speaker. The labels R1, R2, R3 and R4 indicate the correspondence of
the specific sounds to the spectrotemporal signature in the carrier spectrogram.

frequency and its harmonics for voiced sounds manifests prominently; and (3) the

t-f signatures for voiced and unvoiced sounds are distinct. Certain regions are more

coherent in the sense that they are structured and have a specific orientation, whereas

others are incoherent because they lack directionality and structure. The coherent

regions are predominantly voiced whereas the incoherent ones are unvoiced. The

2-D carrier depends on the type of spectrogram used for demodulation. For instance,

a narrowband spectrogram has a finer frequency resolution and the carrier has

horizontal striations in voiced regions. On the other hand, a wideband spectrogram

would have exactly the opposite e↵ect — the carrier would contain vertical striations

in the voiced regions. In this study, we focus on the narrowband spectrogram. An

example of a carrier spectrogram and the corresponding speech waveform is shown

in Figure 3.2. We observe that voiced sounds are characterized by a carrier that is

predominantly oriented parallel to the time axis, whereas fricatives do not have a

preferred orientation (R1, R2, R3). Certain voiced regions may have spectrotemporal

regions (such as R4) that are coherent but their orientation is di↵erent from those

in the other regions. Carrier orientation alone does not su�ce and one must take

coherence also into account. In Sections 3.1.1 and 3.1.2, we describe how to compute

the coherence map and orientation map, respectively.
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3.1.1 The Coherencegram

We compute the coherence using the structure tensor approach discussed in Sec-

tion 2.4.4 of Chapter 2, but with a di↵erence. The structure tensor now operates

on the carrier spectrogram and not the narrowband speech spectrogram. A 2 ⇥ 2

structure tensor is determined at every t-f location in the carrier spectrogram. The

relative discrepancy between the eigenvalues of the structure tensor reflects the

degree of uniformity of the underlying 2-D pattern and is quantified by the following

coherence measure:

C(!0) ,

8
<

:

�
�1��2
�1+�2

�2
, �1 6= 0,�2 6= 0,

0, otherwise,
(3.1)

where �1 and �2 are the eigenvalues of the structure tensor. By definition, coherence

takes a value between zero and unity.

The eigenvalues and eigenvectors of the structure tensor have found applications

in edge detection [95, 96], image segmentation [97, 98] and estimation of the local

orientation [80,99].

If the eigenvalues are small, it indicates that the energy is low and that locally,

there is no preferred orientation. The coherence takes a small value in this case.

Spectrotemporal regions representing unvoiced sounds have this property. If both

eigenvalues are large and comparable, it corresponds to a high-energy region. In image

processing, this would correspond to a corner. In spectrotemporal representations of

speech, such regions correspond to voiced/unvoiced transitions. If the maximum

eigenvalue significantly dominates the minimum eigenvalue, then it indicates a clear

directional preference and high coherence (closer to unity) — this kind of a structure

is possessed by voiced regions.

To illustrate further, consider a planar cosine (Figure 3.3(a)) and a radial cosine

(Figure 3.3(b)). A planar cosine has a directional preference and is highly coherent

everywhere (Figure 3.3(c)). A radial cosine has directional preference only away

from the center (Figure 3.3(d)).
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Figure 3.3: (a) A planar cosine, (b) a radial cosine, (c) coherence of the planar
cosine, and (d) coherence of the radial cosine. The images are of size 900 ⇥ 900
pixels. The smoothing window  (!) used in the computation of the structure tensor
is a 2-D Gaussian of size 90 ⇥ 90 pixels. The coherence is 1 for a planar cosine. For
a radial cosine, it is closer to one away from the center. This is because, away from
the center, the ripples of a radial cosine are approximately planar.
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Figure 3.4: The computation of a 2 ⇥ 2 structure tensor matrix at location !0 for a
given FM patch f(!). The dimensions of S1(!), S2(!) and S12(!) are same and
equal to the dimensions of the FM patch. ĥt(⌦) and ĥ!(⌦) represent the complex
Riesz kernels along t-axis and !-axis, respectively. An example of 2 ⇥ 2 structure
tensor matrix J(!0) is shown on the right.

In the case of speech, we perform the computations patch-wise, which is more

suitable for parallel processing. The patches are of size 600 Hz ⇥ 100 ms with an

overlap of 75% along time and frequency axes. Figure 3.4 illustrates the computation

of the structure tensor. Finally, overlap-add synthesis of the spectrotemporal

coherence patches gives rise to the coherencegram that has the same dimensions as

the carrier spectrogram. Figure 3.5(b) displays the coherencegram along with the

corresponding carrier spectrogram.
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Figure 3.5: Illustration of (a) the carrier spectrogram, (b) coherencegram, and (c)
the orientationgram. The t-f regions enclosed by the boxes highlight complementary
information captured by coherence and orientation.

3.1.2 The Orientationgram

The orientationgram is a that contains the estimate of the local orientation in the

carrier spectrogram at each t-f point. We use the optimization formulation given in

Equation (2.37) (Section 2.4.4 of Chapter 2) to determine the preferred orientation

at a t-f point. The orientation is computed with respect to the time axis. Similar to

the coherencegram, the orientationgram is also computed patch-wise followed by

overlap-add synthesis. Figure 3.5(c) displays an orientationgram. The orientation

is close to 0� for the t-f regions corresponding to voiced sounds – this property is

exhibited by pitch partials in the carrier spectrogram and correspond to voiced
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Figure 3.6: (a) Estimated density of the coherencegram values corresponding to a
female speech utterance. The coherence is strictly between 0 and 1. The spill-over
beyond this interval is due to smoothing caused by the kernel-density estimator,
and (b) estimated density of the orientation values corresponding to a female speech
utterance, “Not at this particular case, Tom apologized Whittemore.”

sounds. On the other hand, unvoiced sounds have an orientation that significantly

deviates from 0�.

Figure 3.6(a) shows the kernel density estimate of coherence values obtained

from continuous speech utterance spoken by a female speaker. The strong mode

closer to unity indicates that the percentage of voiced sounds is higher. The mode

around 0 is weaker and spread out, which corresponds to unvoiced regions. A similar

behavior was found for a male speaker. Figure 3.6(b) illustrates the kernel density

estimate of orientation values for a continuous speech utterance spoken by a female

speaker. The presence of a strong mode around 0� is indicative of largely flat pitch.

The rising and falling pitch correspond to 90� and �90�, respectively.

3.2 The Tracegram

In addition to the coherencegram and orientationgram computed from the carrier

spectrogram, one could also determine the local energy computed as the trace

of the structure tensor. However, in this case, the structure tensor is computed
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Figure 3.7: (a) Narrowband spectrogram; and (b) its corresponding tracegram for a
speech utterance “Not at this particular case, Tom apologized Whittemore” spoken
by a female speaker.

from the speech spectrogram and not the carrier spectrogram as the latter does

not have any amplitude information. Periodic regions have high energy and hence

higher trace of the structure tensor, whereas aperiodic regions have relatively lower

trace values. The t-f map of the trace of the structure tensor is referred to as the

tracegram. Computation of the tracegram also proceeds in a patch-by-patch fashion

with overlap-add synthesis. Figure 3.7 displays a tracegram and the corresponding

spectrogram. Observe that the values are high in harmonic regions and relatively

low in inharmonic regions.

3.2.1 Juxtaposing the Coherencegram and Orientationgram

Figure 3.5 shows the coherencegram and the orientationgram capture complementary

information for various speech sounds. Consider the t-f region labeled R � 2 around

(2.6 s, 2 kHz) of the carrier spectrogram. The corresponding temporal segment is
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overall voiced since the low-frequency structure shows strong voicing. However, R2

is an island of aperiodicity within a voiced segment. Interestingly, the boundary

of the island is delineated by a low coherence. However, the island of aperiodicity

is not distinguished by coherence, but is reflected in the orientationgram since the

striations are vertical as opposed to the pitch harmonics, which are nearly horizontal.

A similar phenomenon can be observed in the region R1, although this is not a

voiced region. These observations indicate that both coherence and orientation must

be used to determine whether a region is periodic or not.

3.3 Application to Periodic and Aperiodic Decomposition (PAPD)

of the Speech Signal

In this section, we describe how the coherence, orientation, and trace can be used to

perform PAPD of speech. The problem of PAPD is viewed as a binary classification

problem, wherein each t-f bin must be classified as either periodic or aperiodic. We

solve this problem in an unsupervised manner.

3.3.1 Data Standardization

Let C(!), O(!) and T (!) denote the coherencegram, orientationgram, and the

tracegram, respectively. We use the absolute of the orientationgram, denoted

by Õ(!) = |O(!)|. The tracegram is mapped to a logarithmic scale: T̃ (!) =

10 log T (!). Let the dimensions of the spectrogram be M ⇥ N . Also, let c =

[c1, c2, . . . , cd]T, o = [o1, o2, . . . , od]T and t = [t1, t2, . . . , td]T denote the vectorized

form of C(!), Õ(!) and T̃ (!), respectively, and d = MN . The feature matrix is
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constructed as

X =

2

66666664

c1 o1 t1

c2 o2 t2
...

...
...

cd od td

3

77777775

d⇥3

(3.2)

where each row is a feature vector. We perform feature normalization of X as follows

X̃ = (X � 1µT) ↵ 1�T (3.3)

where 1 is a d ⇥ 1 vector of all 1s, ↵ denotes element-wise division, µ = [µ1, µ2, µ3]T

and � = [�1,�2,�3]T with

µj =
1

d

dX

i=1

Xij , and �j =
1

d

dX

i=1

(Xij � µj)
2.

For a signal of duration 3 s, M ⇥ N = 512 ⇥ 3000, and the number of feature vectors

is 15, 36, 000.

3.3.2 Unsupervised Binary Mask Estimation for PAPD

We employed the K-means algorithm [100] to identify two clusters, one corresponding

to periodic and the other corresponding to aperiodic. Twenty iterations of the K-

means algorithm were found to su�ce. The K-means algorithm is unsupervised and

provides two clusters. Which cluster corresponds to periodic regions and which one

to aperiodic must be determined. Toward this, we rely on high-frequency regions

which can be considered predominantly aperiodic for speech sounds. Consequently,

one would expect a majority of the high-frequency t-f bins to be aperiodic. The

cuto↵ is empirically selected as fs/4. The majority cluster corresponding to the t-f

bins above fs/4 is labelled as aperiodic and the minority as periodic. To explain

further, if the two clusters are C1 and C2 and if C1 has a majority of points above

fs/4, then the cluster C1 is labelled as aperiodic and C2 as periodic, and vice versa.

Figure 3.8(e) displays the predicted binary mask along with coherencegram and
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Figure 3.8: (a) The carrier spectrogram, (b) coherencegram, (c) absolute orientation-
gram, (d) tracegram, and the predicted (e) binary mask by the K-means algorithm
for the speech utterance, “Not at this particular case, Tom apologized Whittemore,”
spoken by a female speaker.



November 26, 2021 3:21 World Scientific Book - 9.75in x 6.5in output

Periodic and Aperiodic Decomposition of Speech Signals 75

2.5 2.55 2.6 2.65 2.7
(a)     TIME (s)

2

2.5

3

FR
EQ

U
EN

C
Y 

(k
H

z)

-1

0

1

2.5 2.55 2.6 2.65 2.7
(b)     TIME (s)

2

2.5

3

0

0.5

1

2.5 2.55 2.6 2.65 2.7
(c)     TIME (s)

2

2.5

3

FR
EQ

U
EN

C
Y 

(k
H

z)

-900

00

900

2.5 2.55 2.6 2.65 2.7
(d)     TIME (s)

2

2.5

3

0

1

Figure 3.9: (a) The carrier spectrogram patch, (b) coherencegram patch, (c) orienta-
tiongram patch, and the predicted (d) binary mask obtained by K-means algorithm
for the speech utterance, “Not at this particular case, Tom apologized Whittemore”
spoken by a female speaker.

the orientationgram. The black regions in the binary mask are aperiodic and the

white regions are periodic. We observe that the binary mask preserves the fuzzy

boundaries indicating soft decisions for periodicity and aperiodicity in the t-f domain.

A zoomed-in portion is shown in Figure 3.9. The corresponding coherence shown in

Figure 3.9(b) is largely high indicating a periodic region, but the orientation map

shown in Figure 3.9(c) suggests otherwise and indicates an island of aperiodicity.

The final decision taking into account both orientation and coherence shown in

Figure 3.9(d) is more accurate.

3.3.3 PAPD of the Speech Signal

The estimated binary decisions could be used to decompose a speech signal into

periodic/aperiodic components. The decomposition depends on several parameters

such as choice of window, window length, and DFT length. We considered a sampling

rate of 8 kHz, DFT size of 512 points, Hamming window of duration 25 ms and

a frame-shift of 1 ms. Once the binary decisions are obtained, the original STFT

is multiplied point-wise with the estimated binary mask, which retains only the
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Figure 3.10: (a) Original spectrogram and the speech waveform; (b) spectrogram
and the waveform of the periodic component; and (c) spectrogram and the waveform
of the aperiodic component for the speech utterance, “Not at this particular case,
Tom apologized Whittemore,” spoken by a female speaker.

aperiodic t-f bins. The masked STFT is then used to reconstruct the signal using

standard overlap-add procedure. This gives the aperiodic signal. A similar procedure

with the complementary mask gives the periodic component. Figure 3.10 shows

the spectrograms and the corresponding aperiodic and periodic waveforms. The
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absolute error between the original waveform and the signal obtained by adding

the estimated periodic and aperiodic components was found to be of the order of

10�16. As expected, the spectrogram of the aperiodic component does not have any

pitch structure/harmonics (Figure 3.10(c)). In contrast, the harmonic structure

is preserved in the spectrogram of the periodic component (Figure 3.10(b)). We

also compute the spectral flatness measure (SFM) [101] for the estimated periodic

component (EPC) and the estimated aperiodic component (EAC). Spectral flatness

measure also known as the tonality coe�cient or Wiener entropy is a measure of

how tone-like a signal is as opposed to being noise-like. The SFM is the ratio of the

geometric mean to the arithmetic mean of the power spectrum:

SFM =

K

vuut
KY

k=1

|X[k]|2

1
K

KX

k=1

|X[k]|2
, (3.4)

where |X[k]2| is the power spectrum of the signal, k denotes the DFT index and K

denotes the DFT length. By definition, SFM lies in the range from 0 to 1, being high

for noise-like signals and low for tone-like signals. The SFM is expected to be higher

for the estimated aperiodic component than the periodic component. We show that

this is indeed the case. We choose one male (bdl) and one female (slt) speaker from

the CMU-ARCTIC database and randomly select 50 speech utterances for each

speaker. For every speech signal, the average of the frame-wise SFMs is computed

for the aperiodic component as well as the periodic component. A kernel density

estimate of the average SFMs (in dB) for EAC and EPC is shown in Figure. 3.11.

This figure clearly shows that the average SFM is lower for the periodic component

than for the aperiodic component irrespective of the speaker’s gender. Table 3.1

reports the mean of the average SFMs for both the speakers. The mean SFM is

lower for the female speaker than the male speaker, which is because of the relatively

higher pitch for female speaker. Fewer harmonics for a female speaker than a male
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Figure 3.11: The kernel density estimates of average SFMs over 50 speech utterances
spoken by (a) male speaker, and (b) a female speaker. From the figure, we observe
that the average SFM is always lower for the estimated periodic component (EPC)
than the estimated aperiodic component (EAC) irrespective of the gender.

Table 3.1: The mean of the average SFMs
(dB) for estimated periodic and aperiodic
components (EPC and EAC, respectively)
across 50 speech utterances.

Male (bdl) Female (slt)

EPC �22.57 ± 0.43 �25.46 ± 0.70

EAC �16.56 ± 1.2 �17.54 ± 1.6

speaker result in a lower SFM value for a female speaker. The spread of the SFMs

of aperiodic component for the female speaker is also broader than for the male

speaker.

3.4 Chapter Summary

We examined the spectrotemporal properties of the carrier spectrogram for two

broad classes of speech sounds. We showed that the carrier spectrogram exhibits

distinguishable spectrotemporal patterns for the sound classes. The carrier spectro-

gram was used to compute two novel spectrotemporal maps: (1) the coherencegram;

(2) the orientationgram; and the spectrogram is used to compute the tracegram,
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which is an energy representation. The coherencegram and the orientationgram, and

the energy information contained in the tracegram was used to arrive at a feature

representation for periodic and aperiodic signals. The new feature representation

results in a spectrotemporal mask, which is used to decompose a speech signal into

periodic and aperiodic components. We provided supporting illustrations on both

male and female speaker samples.
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Chapter 4

Voiced/Unvoiced Segmentation and

Quantification of Speech Aperiodicity

In Chapter 3, we analyzed the problem of splitting a speech signal into its periodic

and aperiodic components, by analyzing the t-f regions using both coherence and

orientation. For speech synthesis applications, it is important to quantify the

extent to which a signal is periodic or aperiodic. The widely used speech vocoders

STRAIGHT [44] and WORLD [45] use band-wise aperiodicity parameters. These

vocoders model the stochastic part of voiced speech by coloring the spectrum of

white noise using a transfer function derived from the aperiodicity parameters. Could

one develop a numerical measure to specify the degree of aperiodicity in a signal

based on the spectrotemporal analysis considered here. For instance, the measure

could be 0 for a pure tone and 1 for white noise. Previous studies [88] have shown

that the speech reconstructed without modeling the aperiodicity explicitly sounds

unnatural. A good perceptual fusion of the periodic and aperiodic components is

important even for voiced speech segments so that the hoarseness and breathiness

can be preserved, which renders the synthesized speech natural and of high quality.

In this chapter, we develop methods to not only identify the voiced and unvoiced

speech segments, but also quantify degree of aperiodicity of the voiced speech

segments. Reliable voiced/unvoiced (V/UV) segmentation of a speech signal is

essential for high-quality speech reconstruction [44, 45, 102]. V/UV segmentation

has also been used for automatic speech recognition [103]. We develop a new V/UV

segmentation technique based on novel features derived from the coherencegram.

81
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We begin by describing the terminology behind V/UV segmentation in Section 4.1.

Next, we discuss the principle behind modeling the aperiodicity of sinusoidal signals

in Section 4.2 and extend it to model the aperiodicity of voiced speech segments (

Section 4.3) and further to derive the band-aperiodicity parameters (Section 4.3.2). In

Section 4.4, we show the e↵ectiveness of the proposed band-aperiodicity parameters

and the V/UV decisions for the task of speech reconstruction based on the spectral

synthesis model within the WORLD vocoder framework.

4.1 Voiced/Unvoiced Speech Segmentation

E↵ectively, the objective is to determine whether the speech sound production

involves the vibrations of the vocal folds or not. The vocal fold vibrations produce a

quasi-periodic excitation to the vocal tract for voiced speech whereas pure transient

and/or turbulent noises have a voiceless excitation. If neither of these is present, then

we have a speech pause/silence. On the other hand, if both sources of excitation are

present simultaneously, i.e., we have mixed excitation, and the speech is considered

to be voiced because the vocal fold vibration is part of sound production. Before

proceeding further, we review the prior art in this area.

4.1.1 Prior Art

E↵ectively, the V/UV decision task is a binary segmentation problem and machine

learning approaches for training a classifier based on a set of acoustic features have

been developed. The training could be either supervised or unsupervised and the

acoustic features must be su�ciently discriminative. Guidelines for selecting an

appropriate set of acoustic features have been provided early on [103–106]. Typically,

the following features have been used.
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(1) Log energy of signal s[n] of length N given by

Es = 10 ⇥ log10

✓
✏+

1

N

NX

n=0

s2[n]

◆
(4.1)

where ✏ is a small value to prevent singularity at the origin. This feature

discriminates speech versus silence.

(2) Zero-crossing rate, which is the number of zero-crossings per frame. This

feature is a good measure of the dominant frequency.

(3) Normalized autocorrelation coe�cient computed from the signal and its

right-shifted version defined as

C1 =

PN
n=1 s[n]s[n � 1]vuut

NX

n=1

s2[n] ·

N�1X

n=0

s2[n]

. (4.2)

Note that the range of summation is di↵erent in the denominator terms.

(4) Energy ratio between a high-frequency band to a low-frequency band. This is

motivated by the observation that voiced speech sounds have energy concentrated

below 1 kHz and unvoiced sounds above 2 kHz.

(5) Energy in the linear prediction (LP) residue given by

Ep = Es � 10 ⇥ log10

✓
10�6 +

����
pX

k=1

↵k�(0, k) + �(0, 0)

����

◆
(4.3)

where Es is the log-energy of the signal (4.1) and

�(i, k) =
1

N

NX

n=1

s[n � i]s[n � k] (4.4)

is the (i, k) term of the covariance matrix, ↵ks are the LP coe�cients, and p

denotes the order of the predictor (typically p = 12) [107].

(6) First-order LP coe�cient estimated using the covariance method [107].

One could design the classifier by assuming certain statistics on the features or

without. Atal and Rabiner assumed a multidimensional Gaussian distribution for the

acoustic features derived from the training data and used a Bayesian decision rule for
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Figure 4.1: Coherencegram and the corresponding speech waveform

classification. However, they considered a three-class classification problem: voiced,

unvoiced, and silence, which was relevant for telephony applications. Siegel [105]

employed a linear discriminant function, whereas Siegel and Bessey [108] considered

a three-class problem with the mixed excitation category comprising the third class.

Rabiner and Samuer [109] used a spectral distance measure, more specifically, a

combination of the LP spectrum and log energy to compute the spectral proximity

with the pre-stored class templates obtained using training data, and obtained

significant improvements. Recent trends for V/UV segmentation of speech include

approaches based on machine learning and unsupervised learning [110–117].

The proposed approach relies on the coherencegram, which is computed from

the carrier spectrogram. Unlike a waveform-based approach, the proposed method

has a fair degree of spectrotemporal smoothing inbuilt, which makes it robust to

variations of the order of a glottal cycle.

4.1.2 Coherence Features for Voiced/Unvoiced Segmentation

Figure 4.1 displays the coherencegram along with the corresponding speech utterance.

The coherence changes from being high to low or vice versa at the voiced/unvoiced

transitions boundaries in the speech waveform. However, the coherence could also go

high for silent segments. This ambiguity can be overcome by considering short-time
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Figure 4.2: The variations of mean coherence features (MCFs) corresponding to the
two frequency subbands: 0-0.5 kHz and 0-1 kHz. We observe that the MCFs are
relatively high for voiced segments and relatively low for unvoiced segments.

energy. The short-time energy of a windowed speech signal at time instant ti is

given by

E(ti) =

Z
1

�1

s(t)w(t � ti) dt, (4.5)

and its normalized version is given by

En(ti) =
E(ti)

max
i

E(ti)
. (4.6)

A 2-D coherencegram must be used to arrive at the decision boundaries.

The mean of the coherence C(t, f) over a subband (0, fh) (in Hz) is given by

Mh(t) =
1

fh

Z fh

0
C(t, f) df. (4.7)

We further smooth Mh(t) using a 21-point, fourth-order Savitzky-Golay filter. The

resulting feature is referred to as the mean coherence feature (MCF). Figure 4.2

displays the MCFs corresponding to a speech waveform computed from the subbands:

0-0.5 kHz and 0-1 kHz. The MCF is high for voiced segments, and low for unvoiced

segments. The question next is the choice of the subband. Since the low-frequency

regions have higher energy, choosing a low-frequency subband would result in greater

robustness.

We examine the accuracy of the V/UV classifiers separately trained on the MCFs

computed from a set of subbands. For a speech signal sampled at 8 kHz, we compute
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MCFs for seven subbands (in kHz): 0-0.5, 0-1, 0-1.5, 0-2.5, 0-3, 0-3.5 and 0-4.

Combining En(ti) with MCF Mh(ti) gives a 2-D feature vector [Mh(ti) En(ti))]T for

the ith speech frame. We train a binary classifier that uses logistic regression with

a cross-entropy loss function [100]. The parameters of the classifier are optimized

by employing the gradient-descent algorithm without any regularization. We use

CMU-ARCTIC database that has parallel recordings of electroglottograph (EGG)

signals from which the ground truth V/UV time-stamps are marked by employing

the algorithm described in [118]. The training data consists of a total of 140 speech

utterances from the two speakers: 70 male (bdl) and 70 female (slt). The speech

waveforms in the database are downsampled to 8 kHz. A total of seven classifiers

are trained corresponding to each of the subbands mentioned above. The classifier

performance is objectively evaluated on the test data, which consists of 100 speech

utterances corresponding to each of the male and female voice from the database.

The accuracy of the binary classifier is evaluated using the Average Detection

Rate, which is the proportion of V/UV regions correctly classified. It is given by

AVG. DR (%) =
1

2

✓
NV !V

NV
+

NUV !UV

NUV

◆
⇥ 100, (4.8)

where

NV : total number of voiced samples
NUV : total number of unvoiced samples
NV !V

NV
: fraction of voiced samples classified as voiced, and

NUV !UV
NUV

: fraction of unvoiced samples classified as unvoiced.

Table 4.1 shows the performance comparison of the classifiers for di↵erent fre-

quency subbands. We observe slight degradation in the average accuracy of the

classifier over wider subbands. Based on these results, we rely on the first two

subbands (0-0.5 kHz and 0-1 kHz) for computing the MCFs. Let Ml(ti) and Mh(ti)

denote the MCFs corresponding to the subbands 0-0.5 kHz and 0-1 kHz for ith

speech frame respectively. We combine the MCFs of these bands with normalized
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Table 4.1: Average detection rate (in %) for various frequency subbands on CMU-
ARCTIC database.

Frequency subbands (kHz) 0-0.5 0-1 0-1.5 0-2 0-2.5 0-3 0-3.5 0-4

Male (bdl) 91.88 91.77 91.51 90.90 91.05 90.85 90.74 90.24

Female (slt) 93.72 93.51 93.35 93.33 93.06 93.20 93.16 93.39

Male (jmk) 88.45 88.31 88.05 87.05 87.37 86.84 86.53 86.10

Table 4.2: Objective scores (in %) for the V/UV segmentation of speech using
di↵erent features (CMU-ARCTIC database)

MCF + STE ZC + STE NAC + STE LELPRES + STE

(a) Male speaker (bdl)

V!V 91.02 82.80 84.37 83.00

V!UV 8.98 17.20 15.62 17.00

UV!UV 97.29 97.67 93.12 94.87

UV!V 2.71 2.33 6.90 5.13

Avg. DR 94.16 90.23 88.74 88.98

(b) Female speaker (slt)

V!V 96.60 93.70 94.60 93.30

V!UV 4.38 6.32 5.40 6.70

UV!UV 91.70 93.84 87.75 91.33

UV!V 8.30 6.15 12.25 8.67

Avg. DR 94.00 93.67 91.18 92.31

(b) Male speaker (jmk)

V!V 80.67 75.00 77.42 71.42

V!UV 19.32 25.00 22.60 28.62

UV!UV 99.70 99.44 97.31 97.15

UV!V 0.26 0.56 2.70 2.84

Avg. DR 90.21 87.2 87.36 84.26

short-time energy to obtain the feature vector [Ml(ti) Mh(ti) En(ti)]T 2 R3, which

is used for training the binary classifier. In the following section, we show that the

combined features have a higher accuracy.
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Table 4.3: Objective scores (in %) for the V/UV segmentation of speech using
di↵erent features for CSTR-FDA database

MCF + STE ZC + STE NAC + STE LELPRES + STE

(a) Male speaker (RL)

V!V 85.45 70.85 73.31 73.18

V!UV 14.54 29.15 26.70 26.82

UV!UV 88.16 94.73 83.00 88.31

UV!V 11.84 5.27 17.14 11.70

Avg. DR 86.81 83.00 78.10 80.94

(b) Female speaker (SB)

V!V 86.17 69.55 72.26 73.50

V!UV 14.00 30.45 27.73 26.53

UV!UV 96.30 98.96 95.18 96.64

UV!V 3.70 1.03 4.81 3.35

Avg. DR 91.24 84.26 83.72 85.10

4.1.3 Performance Evaluation

We evaluate the performance of the coherence-based feature against the benchmark

features: (1) zero crossing rate (ZCR), (2) normalized autocorrelation coe�cient

(NAC), and (3) log energy of linear prediction error (LELPRES). For a fair com-

parison, each of these features is also combined with the normalized short-time

energy (STE). Four classifiers are trained in a supervised fashion for each of the

combinations. We display the results in the form of a confusion matrix using the

following notations.

Table 4.2 shows the performance comparison. We observe that the performance

V!V: fraction of voiced speech samples classified as voiced
V!UV: fraction of voiced speech samples classified as unvoiced
UV!UV: fraction of unvoiced speech samples classified as unvoiced
UV!V: fraction of unvoiced speech samples classified as voiced

of (MCF + STE) feature for both male and female speakers is superior than the
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state-of-the-art. In addition, from Table 4.1 and Table 4.2, we also observe that a

binary classifier trained on the joint MCFs of the first two frequency subbands is

more accurate than a classifier trained individually on the MCFs of either of the

subbands. These results show that the average detection rate of such a classifier is

higher by about 2% and 1% for male and female speakers, respectively, in comparison

to a classifier trained on individual MCFs. These results show that it is more reliable

to combine the MCFs of the first two frequency subbands.

To assess the performance on voices that are not part of the training, we choose

CSTR-FDA database [119]. This database has a total of 100 speech utterances (50

male and 50 female) along with the parallel EGG recordings. The male and female

speakers in the database are named as “RL” and “SB,” respectively. All the speech

waveforms were downsampled to 8 kHz. Table 4.3 displays the performance of the

proposed features against the existing features evaluated on the whole CSTR-FDA

database. We observe that the proposed features outperform the existing ones

indicating their generalizability to unseen data.

Next, we describe modelling of speech aperiodicity from the carrier spectrogram.

In Section 4.4, we show that accurate V/UV decisions and aperiodicity estimate along

with other analysis parameters directly benefit the reconstruction of perceptually

high-quality speech.

4.2 Speech Aperiodicity

The aperiodicity in speech essentially quantifies its randomness, which is due to

jitter, shimmer and turbulent noise at the glottis. Jitter is caused by perturbations

in the periodic structure from one laryngeal cycle to another, whereas shimmer

reflects variations among epochal amplitudes across laryngeal cycles. While unvoiced

sounds are random with a high degree of aperiodicity, there is strong evidence that

even voiced sounds possess some degree of aperiodic components [90, 91,120–122].

Figure 4.3(a) shows a voiced speech segment and Figure 4.3(b) shows its power
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Figure 4.3: (a) A voiced speech segment, (b) its power spectrum, (c) unvoiced speech
segment, and (d) its power spectrum.

spectrum. While the low-frequency part of the spectrum displays strong periodicity

in terms of the pitch harmonics, the high-frequency region is mostly noise-like and

reflects the aperiodicity. On the contrary, consider an unvoiced segment shown in

Figure 4.3(c). Its spectrum shown in Figure 4.3(d) does not indicate the presence of

periodicity in the signal. Speech aperiodicity, therefore, is not only time-dependent,

but also frequency-dependent.

We have seen in Chapter-3 that there are “devoiced spectrotemporal patches,”

which depend to a large extent on the talker and the conditions of phonation. The

variations in the pitch harmonics of the carrier spectrogram due to speech aperiodicity

can be quantified using the frequency modulation of the primary sinusoid of a voiced

speech segment. According to Quatieri et al. [42, 123], a primary sinusoid is the

component of a voiced speech that oscillates at the fundamental frequency with
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mild frequency modulation around it. One could define its 2-D counterpart: A 2-D

primary sinusoid is the component of the spectrotemporal representation of voiced

speech that oscillates at the grating frequency with mild frequency modulation

around it. The carrier spectrogram facilitates both ways of analysis: 1-D analysis

corresponding to a column (Section 4.3), or 2-D perspective considering patches

(Section 4.3.3). Before proceeding further, we review previous attempts in the

literature for modelling speech aperiodicity.

4.2.1 Prior Art in Speech Aperiodicity Modeling

A significant contribution for estimating speech aperiodicity comes from the literature

on speech vocoders where the aperiodicity parameters play a crucial role in modelling

the stochastic component of the speech signal. Vocoders based on source-filter theory

of speech production follow an analysis-by-synthesis approach. The analysis aims to

obtain high-resolution estimates of the fundamental frequency of the speaker, vocal

tract envelope, voiced/unvoiced decisions and the band aperiodicity parameters,

while the synthesis focuses on combining the parameters to reconstruct speech.

The whole Nyquist band is divided into subbands and aperiodicity parameters

are estimated for each subband since aperiodicity is a function of both time and

frequency (Section 4.2).

A seminal contribution for the estimation of speech aperiodicity was made

by Kawahara [124] who developed the STRAIGHT vocoder [44]. Following the

working principles of STRAIGHT, Morise et al. [45] developed the WORLD vocoder.

Kawahara and Morise [125] proposed an LPC-based framework which utilized the

energy of linear prediction residual in a frequency band for estimating the strength

of the aperiodic component. Subsequently, they proposed an alternative using

temporally stable minimum-interference power spectra using which one can quantify

the aperidicity [126]. Other methods for aperiodicity estimation rely on the group

delay [124,127], complex-valued wavelet analysis [128], etc.
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Figure 4.4: A carrier slice (right) taken from the carrier spectrogram (left) within a
region enclosed by the rectangle.

4.3 A New Speech Aperiodicity Measure

4.3.1 Synthetic Signals

Consider a vertical slice of the carrier spectrogram corresponding to a voiced segment.

It resembles a nearly constant amplitude sinusoid comprising only the quasi-periodic

excitation as shown in Figure 4.4. Henceforth, we refer to time-localized carrier

slices as the “carrier sinusoids”. A carrier sinusoid is akin to a primary sinusoid.

Consider a narrowband frequency modulated sinusoid c(t):

c(t) = cos

✓
!0t + kf

Z t

�1

m(⌧) d⌧

◆
, (4.9)

where !0 = 2⇡f0, m(⌧) is the modulating signal, kf is the modulation constant,

|kfm(t)| ⌧ !0, and f0 denotes the carrier frequency. In general, frequency modulated

sinusoids have infinite bandwidth, but considering narrowband FM permits us to

confine the bandwidth only to the first sideband. Frequency modulation is the

cause of aperiodicity in voiced speech segments. Consider the windowed signal

cw(t) = c(t)w(t), where w(t) represents a window. Specifically, we use the Nuttal

window [129] due to its high side-lobe attenuation (⇡ 100 dB). Without FM, the

spectrum is simply the spectrum of Nuttal window centered at !0. With FM, the

spectrum spills over to the side-bands. Consider the Fourier transform ĉw(!) of

cw(t) and the normalized power spectrum

Pc(!) =
|ĉw(!)|2R
|ĉw(!)|2d!

. (4.10)
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Figure 4.5: (a) The Fourier magnitude spectrums of a windowed frequency-modulated
sinusoids at di↵erent carrier frequencies, (b) the behavior of the proposed aperiodicity
measure with respect to the modulating frequency, and (c) aperiodicity measure
versus signal-to-noise ratio.

A measure of aperiodicity using Pc(!) is given by

A = 1 �

Z
Pc(!)M!0(!;!n) d!, (4.11)

where !n denotes the bandwidth of the Nuttal window and

M!0(!;!n) =

8
>>><

>>>:

1, |! � !0| < !n
2 ,

1, |! + !0| < !n
2 ,

0, otherwise,

(4.12)

represents a spectral mask for selecting the dominant subbands. The aperiodicity

measure (AP) takes continuous values between 0 and 1.

Now, let us analyze the e↵ect of FM on the aperiodicity measure. Consider the

signal in Equation (4.9) with

m(t) = sin(2⇡fmt), (4.13)

i.e., a single-tone modulation, where fm denotes the modulating frequency varied

from 0 to 80 Hz in steps of 20 Hz. The duration of the signal is set to 0.1 seconds

obtained by multiplying with a Nuttal window, and kf = 0.15. The aperiodicty

measure is computed for each value of fm using Equation (4.11). In order to account

for the low and high pitch cases, the carrier frequency f0 is set either to 125 Hz or

256 Hz (the average pitch values for the male and female speakers, respectively).

The Fourier magnitude spectra of the windowed signal are displayed in Figure 4.5(a)
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corresponding to fm = 0, fm = 20, and fm = 40 Hz with f0 = 256 Hz. The

spectral spread increases as fm increases. The aperiodicity measure increases with

the modulating frequency till fm ⇡ 40 Hz and then it saturates. The saturation point

is determined by the main lobe width of the Nuttal window which is approximately

given by 4/T Hz, where T denotes the window duration. For comparison, we also

show the aperiodicity measure using the state-of-the-art WORLD vocoder that

uses D4C [127] algorithm for aperiodicity estimation. Both D4C and the proposed

aperiodicity show the expected trend: increasing aperiodicity with modulating

frequency for a fixed value of f0. From Figure 4.5(b), we observe that proposed

aperiodicity measure is lower than the D4C-aperidocity by about 80 dB at fm = 0,

which indicates that the proposed measure is more e↵ective than D4C.

Next, we consider aperiodicity of sinusoid (without FM) in additive white

Gaussian noise and SNR varying from 0 to 120 dB. The corresponding aperiodicity

measure as a function of SNR is shown in Figure 4.5(c). For very low SNR (below

0 dB), the aperiodicity is nearly constant and high value (mostly noise) and for

very high SNR (above 60 dB), the aperiodicity is again nearly flat, but a low value

(mostly signal). It is also lower than the D4C-aperiodicity by about 40 dB at high

SNR. However, both measures are close to 0 dB at very low SNR (almost noise)

indicating high aperiodicity.

4.3.2 Band Aperiodicity Parameters for Real Speech Signal

We now describe the estimation of band aperiodicity parameters (BAP) in voiced

speech segments from the carrier spectrogram. Unvoiced speech segments are

identified by using V/UV decisions (cf. Section 4.1) and the aperiodicity measure is

set to 1 in these regions.

Consider a voiced speech segment at any time instant and the corresponding

1-D carrier signal sliced from the carrier spectrogram (cf. Figure 4.4). We compute

BAP from 1-D carrier signal by processing it on short-time basis where we divide
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the full Nyquist frequency band into smaller subbands. Each segment of the carrier

sinsuoid is multiplied by a Nuttal window and an overlap of 50% between consecutive

subbands. We choose three subands (in kHz): 0-4, 2-6, 4-8 in the Nyquist frequency

range from 0 to 8 kHz for a speech signal sampled at 16 kHz. We model the windowed

carrier signal within a subband as a frequency modulated cosine signal with additive

noise. For the bth subband at any instant

ĉ(b)
w (!) = ŵ(!)ĉ(!), (4.14)

where ŵti(!) is the Nutall window centered on the subband and

ĉ(!) = cos

✓
T0! + kf

Z !

�1

m̂(µ)dµ

◆
+ n̂(!), (4.15)

where T0 is a constant, m̂(!) represents the modulating function, and n̂(!) is white

Gaussian noise. The corresponding normalized power spectrum is given by

Pc(t̃) =
|c(b)

w (t̃)|2
R

|c(b)
w (t̃)|2 dt̃

where t̃ denotes the quefrency and c(b)
w (t̃) is the inverse Fourier transform of ĉ(b)

w (!).

The corresponding aperiodicity measure is defined in terms of Pc(t̃) as

A(b) = 1 �

Z
Pc(t̃)MT0(t̃; Tn) dt̃, (4.16)

where

MT0(t̃; Tn) =

8
>>><

>>>:

1, |t̃ � T0| < Tn
2 ,

1, |t̃ + T0| < Tn
2 ,

0, otherwise,

represents the cepstral mask, Tn denotes the main lobe width of the Nuttal window

on the quefrency axis. For each subband, the value of T0 is given by the location of

the maximum peak in the normalized power spectrum.

To obtain the aperiodicty for the full band, the band aperiodicity parameters are

linearly interpolated on the log scale. The aperiodicity value at zero frequency is
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Figure 4.6: Time-frequency map of bandwise aperiodicity parameters by processing
the carrier spectrogram on frame-by-frame basis. The speech utterance is “Author
of the danger trail, Philip Steels, etc.,” spoken by a female speaker.
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Figure 4.7: Schematic of a 2-D sinusoid (left) and its Fourier transform (right). The
spatial frequency and orientation of sinusoid are denoted by ⌦0 and �0, respectively. A
mask around the peak located at ⌦0 = (⌦0 cos�0,⌦0 sin�0) is illustrated by an ellipse.

set to �60 dB. The resulting t-f aperiodicity map is shown in Figure 4.6 along with

V/UV decisions. We observe that the aperiodicity for voiced sounds is relatively

high roughly above 3 kHz.

4.3.3 Aperiodicity in 2-D

The aperiodicity estimation framework can be extended to 2-D using localized

patches taken from the carrier spectrogram. Consider the 2-D FM sinusoid model

C(!) : R2
! R given by

C(!) = cos
�
⌦(!)(t cos�0 + ! sin�0)

�
, (4.17)

where �0 and ⌦(!) = ⌦0 + kf�⌦(!) : R2
! R�0 represent the local orientation

and grating frequency of the cosine, respectively. The strength of the FM is given
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Figure 4.8: (a) A 2-D cosine with constant frequency ⌦0, (b) its GCT, (c) a cosine with
frequency modulation kf�⌦(!) = 0.015 cos(10⇡�0(!)), and (d) its GCT.

by the modulation constant kf . A schematic of a 2-D cosine with no frequency

modulation (kf = 0) and its Fourier transform is shown in Figure 4.7. We consider

a 2-D sinusoid to be aperiodic if kf�⌦(!) 6= 0 and kr!�⌦(!)k ⌧ ⌦0. Let

�0(!) = t cos�0 + ! sin�0 : R2
! R, corresponding to which

C(!) = cos
�
(⌦0 + kf�⌦(!))�0(!)

�

= cos
�
⌦0�0(!)

�
cos
�
kf�⌦(!)�0(!)

�
� sin

�
⌦0�0(!)

�
sin
�
kf�⌦(!)�0(!)

�
.

(4.18)

Under the NBFM assumption |kf�⌦(!)�0(!)| ⌧ 1, Equation (4.18) is approxi-

mated as follows:

C(!) ⇡ cos
�
⌦0�0(!)

�
� kf�⌦(!)�0(!) sin

�
⌦0�0(!)

�
. (4.19)

The first term in Equation (4.19) is a primary 2-D sinusoid of frequency ⌦0 and the

second term is the side-band due to FM. For illustration, consider the modulating

function to be a slowly-varying sinusoid, �⌦(!) = cos
�
⌦m�0(!)

�
with ⌦m ⌧ ⌦0.

Figure 4.8 shows the GCTs of a 2-D cosine one with a constant frequency and one

with FM. The appearance of the side-band in Figure 4.8(d) indicates the spectral

spread caused by FM.

Consider a windowed 2-D cosine CW (!) = W (!)C(!), where W (!) represents
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a real 2-D window function. From Equation (4.19), we have

CW (!) ⇡W (!) cos
�
⌦0�0(!)

�

� kf�⌦(!)�0(!)W (!)
| {z }

F (!)

sin
�
⌦0�0(!)

�
. (4.20)

Denoting ⌦0 = (⌦0 cos�0, ⌦0 sin�0) 2 R2 and taking 2-D Fourier transform on both

sides in Equation (4.20), we have

ĈW (⌦) ⇡Ŵ (⌦ � ⌦0) + Ŵ (⌦ + ⌦0) + j(F̂ (⌦ � ⌦0) � F̂ (⌦ + ⌦0)). (4.21)

The normalized power spectral density is given by PC(⌦) = |ĈW (⌦)|2R
|ĈW (⌦)|2 d⌦

. The

aperiodicity measure A⌦0 of a 2-D sinusoid is defined in terms of PC(⌦) as

A⌦0 = 1 � 2

Z
PC(⌦)M⌦0(⌦; �B) d⌦, (4.22)

where

M⌦0(⌦; �B) =

8
<

:
1, |⌦t � ⌦01 | < �B1, |⌦! � ⌦02 | < �B2,

0, otherwise,
(4.23)

represents the spectral mask in 2-D with �B = (�B1, �B2) 2 R2
>0 and (⌦01 , ⌦02) =

(⌦0 cos�0,⌦0 sin�0) as shown in Figure 4.7. �B1 and �B2 denote main-lobe

widths of the window function W (!) along ⌦t-axis and ⌦!-axis, respectively. The

aperiodicity measure A⌦0 takes on continuous values between 0 and 1 with 0

corresponding to a 2-D sinusoid, which is perfectly periodic; and 1 corresponding to

an aperiodic signal. The measure A⌦0 quantifies the degree of aperiodicity within

the patch.

Figure 4.9 illustrates the proposed aperiodicity measure for a synthetic 2-D cosine

with single-tone modulation. The figure reflects the increasing aperiodicity with

the modulating frequency. The saturation is because after a certain value of the

modulating frequency, the normalized power spectral density within the bandwidth

of 2-D mask M⌦0(⌦; �B) in Equation (4.22) does not change appreciably.
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Figure 4.10: Time-frequency map of bandwise aperiodicity parameters by processing
the carrier spectrogram on patch-by-patch basis. The speech utterance is “Author
of the danger trail, Philip Steels, etc.,” spoken by a female speaker.

4.3.4 Spectrotemporal Aperiodicity Map

We divide the carrier spectrogram into patches of dimension 100 ms ⇥ 600 Hz

and with an overlap of 75% along both the dimensions. Each patch is multiplied

by a 2-D Nuttal window and the aperiodicity is computed using Equation (4.22).

The aperiodicity value is constant for the entire patch assuming that it does not

vary by large amounts within the patch. The patch-wise aperiodicity values are

combined using 2-D overlap-add in least-squares sense (OLA-LSE) [130] that yields

a spectrotemporal aperiodicity map, which is further used to obtain the t-f map



November 26, 2021 3:21 World Scientific Book - 9.75in x 6.5in output

100

of the band-wise aperiodicity parameters. Considering a sampling rate of 16 kHz,

the Nyquist frequency band is divided into three overlapping subbands, each of size

2 kHz with 50% overlap between consecutive subband. The aperiodicity in a subband

is chosen to be the value from the spectrotemporal aperiodicity map at the middle of

the subband. The band-wise parameters are linearly interpolated on the logarithmic

scale. The aperiodicity value is set to �60 dB at zero frequency [127]. This gives

another t-f map, which is then combined with V/UV decisions (Section 4.1), and

the resulting t-f map is shown in Figure 4.10. This map is similar to that obtained

using the 1-D approach (cf. Figure 4.6). Next, we compare the e�cacy of the 1-D

and 2-D approaches for the task of speech reconstruction by incorporating them in

the state-of-the-art WORLD vocoder.

4.4 Application to Speech Reconstruction

The WORLD vocoder uses the spectral synthesis model for speech reconstruction.

Recall that the spectrum of a voiced speech frame ŝv(!) in the spectral synthesis

model given by

ŝv(!) = v̂(!)

✓p
T0

�
1 � â(!)

�
+ n̂(!)â(!)

◆
, (4.24)

where v̂(!), T0, n̂(!), and â(!) denote the vocal-tract frequency response, pitch

period, Fourier spectrum of zero mean and unit variance Gaussian noise and the

aperiodicity parameters, respectively. The spectrum of an unvoiced speech frame is

modeled as

ŝuv(!) = v̂(!)n̂(!)â(!). (4.25)

We rely on the PESQ score for comparing the performance between the 1-D and

2-D aperiodicity maps. We consider two male (bdl, ksp), and two female voices

(slt, clb) from the CMU-ARCTIC database. A total of 200 speech utterances are

used for evaluation where the speech waveforms are reconstructed by replacing the
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Table 4.4: Average PESQ scores for the quality of reconstructed speech on CMU-
ARCTIC database

bdl ksp clb slt

CRT-AP1D 3.34 ± 0.12 3.42 ± 0.12 3.34 ± 0.15 3.42 ± 0.12

CRT-AP2D 3.34 ± 0.12 3.33 ± 0.12 3.22 ± 0.14 3.37 ± 0.13

aperiodicity parameters in the spectral synthesis model of WORLD vocoder with

the proposed ones. Table 4.4 shows the average PESQ scores for the two cases.

The performance in both cases is comparable. Some reconstructed speech samples

are provided online: https://jitendradhiman.github.io/CRT1DAPCRT2DAP.html.

Informal listening tests showed that both the aperiodicity maps are on par with

each other.

4.5 Chapter Summary

We addressed the problem of V/UV segmentation and the estimation of speech

aperiodicity. We used the carrier spectrogram estimated using the Riesz transform

approach for both the tasks. For V/UV segmentation, we derived a novel feature

(MCF) from the coherencegram, the performance of which was objectively evaluated

against state-of-the-art features. The MCF is also insensitive to the local temporal

variations of the speech waveform and gives superior performance over the existing

features. We also introduced a novel measure of aperiodicty base on the spectrum-

spread property caused by frequency modulation. The aperiodicity was estimated

from the carrier spectrogram using both frame-based and patch-based approaches.

Following this, the band aperiodicity parameters were derived. The e↵ectiveness

of the proposed band aperiodicity parameters and the proposed V/UV decisions

was assessed for the task of speech reconstruction by incorporating them in the

state-of-the-art WORLD vocoder. Our results showed that the new aperiodicity

map gives similar quality of speech reconstruction in both 1-D and 2-D variants

although, computationally, the 2-D version is more involved.

https://jitendradhiman.github.io/CRT1DAPCRT2DAP.html
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Chapter 5

Pitch Estimation From the Carrier

Spectrogram

Thus far, we have used the carrier spectrogram for periodic/aperiodic decomposition,

voiced/unvoiced segmentation and for modelling the aperiodicity of a speech signal.

In this chapter, we examine the carrier spectrogram for temporal evolution of the

speaker’s fundamental frequency (or pitch) and its harmonics. We discuss briefly

the problem of pitch estimation and give the definition of pitch in Section ??.

The problem of pitch estimation has been addressed extensively in the literature.

Section 5.1 introduces some of the widely used state-of-the-art pitch estimation

algorithms over the past decade. In Section 5.2, we introduce the proposed techniques

and highlight advantages over the existing ones. In Section 5.3, we present an

objective comparison with the state-of-the-art methods.

The voiced speech sounds are characterized by the vibrations of the vocal

folds yielding a quasi-periodic structure of the sounds in the time-domain [42]. In

psychoacoustics, the perceptual correlate of the vocal-fold vibrations is referred to as

the pitch [131]. In speech signal processing, the definition of pitch is often motivated

from the speech production perspective. Pitch (or F0) measures the rate of vibration

of the vocal folds during voicing and is the fundamental frequency of the vibrations.

We will use this definition of pitch. The pitch of a speaker is the most prominent

feature of the glottal excitation that directly a↵ects the prosodic aspects of a speech

waveform such as intonation, stress, tone, and rhythm. F0 information is useful

in a variety of speech processing tasks. The estimation of F0-dependent spectral

103
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envelope is also used to model the magnitude response of the vocal-tract filter [44].

F0 variation is inherently a continuous phenomenon as it varies often with a glottal

cycle. Short-time analysis of the speech signal shows the time-varying F0. One

could also estimate F0 without resorting to short-time processing such as the one

reported in [132].

Accurate pitch estimation and tracking have been of considerable interest for

applications such as synthesis [44, 45, 133], transmission [134], articulation training

aids for the deaf [119,135], speaker recognition [136], prosody modification [137,138],

foreign language training [139,140], etc. There is no universally optimal F0 estimation

algorithm [141] that is preferred in all speech applications. For instance, a source

filter theory-based speech reconstruction requires accurate pitch estimates at the

resolution of one glottal cycle. On the other hand, speaker recognition applications

in noise require robust pitch estimates. A comprehensive review of pitch estimation

algorithms is given in [142]. We briefly review a few important methods while also

highlighting the associated challenges.

5.1 Prior Art in Pitch Estimation

Pitch estimation techniques broadly operate in the time domain, frequency domain,

or the time-frequency domain. Time-domain methods such as the autocorrelation

technique exploit the repetitive structure of voiced speech sounds. On the other hand,

frequency-domain methods such as the cepstrum exploit the harmonic structure of

the Fourier spectrum. Time-frequency techniques such as YAAPT [143] consider

both temporal and spectral structure for pitch estimation.

5.1.1 Autocorrelation Method

Autocorrelation is a measure of similarity of a signal with itself. Consider a discrete-

time sequence s[n] and a window w[n], where n denotes the discrete-time index. The
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autocorrelation of the windowed sequence sw[n] = s[n]w[m � n] at lag l is given by

r[l] =
1X

n=�1

sw[n]sw[n + l]. (5.1)

The autocorrelation is an even function and attains a maximum at l = 0. With a

suitably chosen window duration, the autocorrelation sequence exhibits peaks at

the 0, ±P0, ±2P0, . . . for a periodic signal with time period P0. The window length

must be more than two pitch periods for the peaks to occur in autocorrelation.

Hence, regardless of the time origin of the waveform, an estimate of F0 is obtained

by choosing highest peak at the non-zero lag within a search range of possible lags

in the autocorrelation.

Although the technique is computationally faster, it is prone to estimation

errors [144]. Due to the quasi-periodic nature of a speech waveform, it may exhibit

more self-similarity at a lag equal to twice the pitch period. Consequently, the second

maximum in the autocorrelation occurs at ±2P0 and the F0 is underestimated by an

octave – this is the pitch halving. Pitch doubling occurs when the F0 is overestimated

by an octave. The method can show the dominant peaks at subharmonic levels.

Consequently, it is often di�cult to decide whether a peak belongs to the fundamental

or its partial. Interactions between the vocal tract and glottal excitation can also

lead to estimation errors. The vocal-tract resonances, typically the first formant, can

emphasize harmonics other than the first, causing overestimation of F0. Nonlinear

methods overcome the limitations of the autocorrelation method. The techniques

include center clipping, lowpass filtering, and filter-bank approaches [107].

5.1.2 Cepstrum Analysis for Pitch Estimation

We now consider cepstrum-based F0 estimation [145]. Consider a sequence whose

discrete-time Fourier transform (DTFT) S(ej!). The real cepstrum (or cepstrum) is
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Figure 5.1: (a) A voiced speech segment, (b) its real cepstrum, (c) unvoiced speech
segment, and (d) its real cepstrum. The speech utterance is “Author of the danger
trail, Philip Steels, etc.,” spoken by a female speaker having average F0 = 250 Hz.
The cepstrum shows a dominant peak at fundamental frequency of the speaker,
whereas such a peak is absent in the cepstrum of an unvoiced segment.

given by the inverse Fourier transform of the logarithm of the magnitude spectrum:

c[n] =
1

2⇡

Z ⇡

�⇡
log |S(ej!)|ej!n d!, (5.2)

where n denotes the time index on quefrency axis. The logarithm operation flattens

the spectrum to a certain extent reducing the strength of the high-amplitude part,

particularly near the first formant. Spectral flattening can also be achieved by

inverse filtering [42]. The e↵ect of the first formant that often dominates in the

autocorrelation method [144, 146] is thus mitigated to some extent in cepstrum

analysis. F0 estimation from cepstrum is based on the observation that the periodic

oscillations in the log spectrum are reflected as a strong peak at the fundamental
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period in the cepstrum of a voiced speech segment and no such peak appears for

the unvoiced segments. Figure 5.1 displays the cepstrum corresponding to voiced

and unvoiced segments. The peak in the cepstrum of voiced sounds is used to

estimate pitch and can also be used to distinguish voiced segments from unvoiced

ones. The peak is searched in the vicinity of the expected pitch period. If the peak

is above a preset threshold, then the segment is voiced, else unvoiced. The reliability

of F0 estimates can be improved by combining decisions from zero-crossing rate,

energy and by forcing the pitch estimate to vary smoothly. One such algorithm was

described by Noll [145]. Subsequently, a variety of cepstrum based F0 estimation

algorithms have been developed [19,147].

5.1.3 YIN

The YIN pitch estimation algorithm [148] was developed by Alain de Cheveigne and

Hideki Kawahara. The di�culty with autocorrelation technique has been that the

peaks occur at harmonics and sub-harmonics as well, it is sometimes challenging

to determine which peak corresponds to the fundamental frequency or its partial.

The authors attempt to overcome these limitations of autocorrelation in several

ways. YIN is based on the di↵erence function between the waveform and its delayed

duplicate, unlike autocorrelation which uses the product.

An unknown period can be detected by forming the di↵erence function

dm[l] =
1X

n=�1

(sw[n] � sw[n + l])2, (5.3)

where m and l denote position-index of the window and the time lag, respectively.

If the signal sw[n] is perfectly periodic with period P0, then the di↵erence function

exhibits dips at 0, P0 and integer multiples of P0. In order to reduce the errors in F0

estimation which might occur due to subharmonics, YIN uses a modified form of the
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Figure 5.2: Illustration of (a) a voiced speech segment with period approximately
6 ms, the corresponding (b) di↵erence function, and (c) the cumulative normalized
di↵erence function (CMNDF). CMNDF starts at value 1 and has the very first dip
at the time period of voiced segment.

di↵erence function; the cumulative mean normalized di↵erence function (CMNDF)

d̄m[l] =

8
><

>:

1, if l = 0,

dm[l]
1
l

Pl
j=1 dm[j]

, otherwise.
(5.4)

The values of this function at non-zero lags are obtained by dividing the value

at the current lag by its average over the shorter lag-values. Figure 5.2 displays a

voiced speech segment, its di↵erence function and the CMNDF. Note that unlike

the di↵erence function, CMNDF starts at 1 and remains high until the period-dip.

However, the CMNDF can occasionally exhibit more dominant secondary dips

than the dip at the period. Consequently, YIN adopts a strategy which uses an

absolute thresholding for unambiguous detection of the period-dip. However, such

a pre-specified threshold might not be optimum across all the voiced frames of a

speech signal. We shall see in Section 5.2.2 that the pitch estimation from carrier

spectrogram does not require any such threshold-strategy. Other improvements

of YIN includes parabolic interpolation of the detected period-dip which aids in

improving the accuracy of the algorithm.

5.1.4 Sum of Residual Harmonics (SRH)

SRH [149] operates in the frequency domain and acts on the Fourier magnitude

spectrum of the linear prediction residual [18] which makes it appealing for pitch
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estimation under adverse conditions such as noise. The linear prediction residual

exhibits peaks at the beginning of every glottal cycle, consequently the periodicity

of the corresponding speech signal is preserved. For a wide variety of speech sounds,

the short-time Fourier magnitude spectrum E(f) of a windowed segment of residual

signal has relatively a flat envelope and presents peaks at F0 and its harmonics.

From this spectrum, the SRH is given by

SRH(f) = E(f) +
NharmX

k=2

[E(kf) � E((k � 0.5)f)], (5.5)

where Nharm denotes the number of harmonics within a pres-specified range of

frequencies [F0,min, F0,max] (assuming that the speaker’s pitch will not exceed this

frequency range), f denotes the frequency (in kHz). From Equation (5.5), it is

expected that E(f) is maximum at f = F0. However, the same is true for the

harmonics. Hence, the subtraction by the term E((k � 0.5)f) reduces the relative

importance of SRH maxima at even harmonics. For a voiced frame of residual

signal, the estimated F ⇤

0 is thus given by the maximum of SRH.

5.1.5 Yet Another Algorithm for Pitch Tracking (YAAPT)

Thus far, we have described F0 estimation methods which operate either in time or

frequency domain. In contrast, YAAPT combines the F0 cues obtained by processing

a speech signal independently in time and frequency domains. The kernel of this

method is based on another algorithm known as RAPT [141]. A combination of

F0 cues obtained from both time and frequency domains makes the algorithm less

sensitive to commonly occurred F0 estimation errors such as pitch doubling and

pitch halving. This method was designed for robust pitch estimates for telephone

and noisy speech, at signal to noise ratio varying from clean to very noisy speech.

The full details of YAAPT are given in [143]. We briefly describe its basic steps.

In a preprocessing step, a bandpass filter (of bandwidth 50 to 1500 Hz) is applied

to both the original acoustic waveform and a nonlinearly processed copy of the signal,
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thus creating two versions of the signal. The nonlinear processing aids in partially

restoring the fundamental frequency of the signal in case it is suppressed such as

for a telephone speech. These two signals are then independently processed in time

domain to obtain a Normalized Cross Correlation Function (NCCF) which is a

modified form of the autocorrelation. In addition, the nonlinearly processed signal is

also analyzed in frequency domain for estimating an initial F0 track based on spectral

harmonic correlation (SHC) technique and the dynamic programming [107]. The

SHC function makes use of multiple harmonic peaks of a voiced speech spectrum and

exhibits a very prominent peak at the fundamental frequency. The frequency and the

amplitude of each SHC peak above a preset threshold for each voiced speech frame

are selected as spectral F0 candidates and merits, respectively. Additionally, the

potential F0 candidates are also obtained from the time-domain NCCF’s computed

from both the versions of the signal. The F0 candidates obtained from time domain

processing are refined by using the information from spectral domain. The final F0

track is estimated by employing dynamic programming technique which selects the

lowest cost candidate among the F0 candidates. Though, this method gives reliable

pitch estimates, it relies on several experimentally tuned design parameters for the

accurate estimation of true F0 values.

5.1.6 Harvest

Harvest [150] shares some commonalities and foundations with another F0 estimation

algorithm; Time-domain Excitation extraction based on a Minimum Perturbation

Operator (TEMPO) [151, 152]. For instance, both the approaches use a bank of

bandpass filters to process the speech signal in a preprocessing step for F0 estimation.

These methods were especially developed for the vocoding application. The bandpass

filters are uniformly placed on the log frequency axis, while their center frequencies

are swiped over a range of possible pitch values. A speech signal is processed through

each of the bandpass filters. The key idea is that the bandpass filter whose center
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Figure 5.3: Four intervals used for the F0 estimation in Harvest from a bandpass-
filtered voiced speech frame.

frequency coincides or nearly matches to the unknown pitch will generate an output

waveform oscillating at the fundamental frequency. In the next step, each of the

output waveforms of bandpass filters is marked with four intervals as shown in

Figure 5.3. These intervals indicate the same value when the waveform is a sinusoid.

The method proceeds by defining a basic pitch trajectory for a frequency sub-band

(or channel) by computing the inverse of each of the intervals and taking the average

of inverse values over the four intervals. This particular step is repeated for all the

channels, this gives as many basic F0 candidates as the number of filters. Next, F0

candidates are obtained from the basic F0 candidates based on a bandwidth criterion.

Consider a voiced speech frame and the mapping from the center frequency of the

bandpass filter to the basic F0 candidate. If the basic F0 candidate comes from the

fundamental component then the same value is observed over a certain bandwidth

around the center frequency of a bandpass filter. In this case, a particular filter

and its neighboring ones output nearly the same waveforms. Harvest selects the

F0 candidates within a bandwidth on either side of the center frequency with 10%

margin. These coarse F0 candidates are further refined by using the instantaneous

frequency which is defined as the derivative of the short-term phase of the waveform.

Additionally, each of the F0 candidate is also assigned a reliability score. Finally,

the F0 candidate among the refined ones which gets the highest reliability score is

chosen as the final estimate of the fundamental frequency for a voiced speech frame.

In a post-processing step, the estimated F0 values are smoothed using a zero-lag

Butterworth filter with a cut-o↵ frequency of 30 Hz.
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Figure 5.4: Block diagram for pitch estimation from the weighted carrier spectrogrm
(WCS). Two approaches, CRT-Peak-Picking (CRT-PP) and CRT-CMNDF are
proposed for the estimation of F0 track from WCS.

Other F0 estimation algorithms which employ filter-bank approaches can be

found in [153–155]. In addition, data-driven statistical and machine learning ap-

proaches [102] have also been proposed.

5.2 The Proposed Technique

The carrier spectrogram is nearly free from the influence of the vocal-tract resonances.

The pitch can be estimated from any t-f region of the carrier spectrogram more

reliably than the standard spectrogram. A block diagram for the proposed pitch

estimation method is shown in Figure 5.4. The key component is the weighted carrier

spectrogram (WCS). In Chapter 3, we have shown that the carrier spectrogram

reveals two distinct t-f patterns — coherent and incoherent (cf. Figure 3.1). The

coherent regions are mostly in the low-frequency regions and correspond to voiced

sounds, whereas the incoherent ones characterize unvoiced sounds (see Section 3.1).

Prior to pitch estimation, it is desirable to separate the coherent t-f regions from

the incoherent ones, for which we use the coherencegram as a weighting function.

Figure 5.5 displays an example of the weighted carrier spectrogram (WCS). Ideally,

the carrier in a coherent region is a sinusoid oscillating at the fundamental frequency.

Recall from Chapter 4, Section 4.3, that a slice of the carrier spectrogram is referred

to as the carrier sinusoid. F0 can be estimated from the carrier sinusoid either

by picking the peak (denoted as CRT-PP) or by computing the cumulative mean

normalized di↵erence in Equation (5.4) (denoted as CRT-CMNDF).
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Figure 5.5: (a) The carrier spectrogram, (b) its coherence map, and (c) the weighted
carrier spectrogram (WCS). The speech utterance is “She had your dark suit in
greasy wash water all year.” spoken by a female speaker.

5.2.1 Pitch Estimation Using Peak Picking

Consider the carrier sinusoid within a frequency band from 0 to 1000 Hz, which

covers the range of F0 values for both male and female speakers, even high-pitched

ones. Figure 5.6 displays a slice of the coherence weighted carrier spectrogram.

While most peaks are nearly of the same amplitude, we observe a smaller peak

(around 0.7 kHz) between adjacent dominant carrier peaks. Such low amplitude

peaks are caused by spectral leakage and imperfections in demodulation due to

model mismatch. Since the carrier sinusoid is nearly symmetric, it su�ces to work
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Figure 5.6: (a) A carrier-sinusoid multiplied by the corresponding coherence values,
an undesirable peak exists around 0.7 kHz and (b) the carrier after thresholding
operation which eliminates the undesired peak while retaining the dominant ones.
The threshold value was 0.05.

with only the positive half. Empirically, a small positive threshold (0.05 in our

experiments) was found to suppress small spurious peaks. Figure 5.6 displays a

carrier sinusoid after thresholding.

The average pitch in the ith speech frame is estimated as the harmonic mean:

F0(i) =
fs

N
⇥

1

1
Ki

KiX

k=1

✓
1

dk+1 � dk

◆ , (5.6)

where N and fs denote the FFT size and sampling frequency, respectively, Ki is the

number of peaks, and dk denotes the location of kth peak. Note that the arithmetic

mean would e↵ectively make use of the first and last peaks only. The estimates

must be post-processed to suppress errors and get a smooth pitch contour. In

nonstationary regions, such as voicing o↵set times when the vocal folds are relaxing

and give rise to damped oscillations, most techniques fail to give reliable estimates

and hence post-processing becomes necessary. Further, post-processing is applied to

the segments of pitch contour corresponding to voiced segments of speech which is

explicitly identified using either V/UV decisions from coherence (Chapter 4) or the

EGG signal. In this chapter (Section 5.3), we use V/UV decisions from the EGG

signal, which is done for a fair comparison of di↵erent pitch estimation algorithms.

We employ the three-step post-processing technique as adopted in WORLD [45].
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Figure 5.7: Illustration of frequencies f1(tk) and f2(tk) which are used to remove
the rapid fluctuations in the F0 contour.

(1) Removing spurious F0 estimates: With reference to Figure 5.7, consider

frequencies f1(tk) and f2(tk) at time tk using the estimated F0 at previous time

instants tk�1 and tk�2 as follows:

f1(tk) = F0(tk�1), and

f2(tk) = 2F0(tk�1) � F0(tk�2).

F0 at tk is set to zero if it is not included in the range [f1(tk) � 8%, f2(tk) + 8%].

(2) Removal of short contour segments and interpolation: Voiced segments

of duration less than 3 ms are counted as invalid because voiced segments cannot

be so short – they are labelled as unvoiced. The F0 values of unvoiced segments

less than 15 ms duration are obtained by linearly interpolating the F0 across

neighboring segments.

(3) Smoothing: A smooth F0 contour is obtained by lowpass filtering using a

second-order Butterworth filter with cut-o↵ frequency of 30 Hz.

Figure 5.8 shows the estimated pitch contour using CRT-PP before and after

post-processing together with the corresponding speech waveform and the carrier

spectrogram. The e↵ect of post-processing to obtain a smooth pitch contour is clear

from the figure.
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Figure 5.8: (a) A male speech utterance taken from CMU-ARCTIC database
“arctic a0036,” (b) its carrier spectrogram, and (c) the estimated pitch using CRT-
PP.

5.2.2 Pitch Estimation Using CRT-CMNDF

YIN computes CMNDF directly for a speech frame. In contrast, we compute it for a

carrier-sinusoid from the WCS. Since the carrier is free from vocal-tract influence, the

F0 estimates are likely to be more reliable. Figure 5.9 displays a Hamming-windowed

carrier-sinusoid corresponding to a voiced speech frame and its CMNDF (computed

using Equation (5.4)). The first dip in CMNDF occurs at F0 and subsequent ones

at harmonics of F0. The first dip is a reliable estimator of F0. We use quadratic
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Figure 5.9: (a) A windowed carrier-sinusoid; and (b) its cumulative normalized
di↵erence function (CMNDF). The first dip in CMNDF occurs at F0 (⇠ 200 Hz in
this example). The subsequent dips occur at harmonics of F0.

interpolation around the first dip to improve the accuracy. Repeating this process

for all voiced speech segments gives an F0 contour. Unlike YIN and CRT-PP,

CRT-CMNDF does not require a threshold. The post-processing step as in the case

of CRT-PP is retained.

Between CRT-PP and CRT-CMNDF, the latter is more robust even without

post-processing. To illustrate this point, consider the all-voiced speech utterance,

“Where were you while we were away?”. Figure 5.10 displays the carrier spectrogram

and the F0 trajectories estimated using CRT-PP and CRT-CMNDF without post-

processing. CRT-CMNDF gives a smoother trajectory than CRT-PP. The jump

in F0 estimate in CRT-PP is caused by the loss of continuity of the harmonics as

highlighted.
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Figure 5.10: (a) The carrier spectrogram of the all-voiced speech utterance “Where
were you while we were away?” The black box shows the t-f region where the pitch
harmonics have breaks. (b) The F0 trajectories estimated by CRT-PP and CRT-
CMNDF without post-processing. This experiment illustrates that CRT-CMNDF
gives a smoother estimate than CRT-PP.

5.3 Performance Evaluation

In this section, we compare the proposed F0 estimation algorithms against YIN,

YAAPT, TEMPO, DIO and Harvest. We consider CMU-ARCTIC and CSTR-FDA

databases for evaluation. From CMU-ARCTIC, we use data of three subjects: bdl

(US male), slt (US female) and jmk (Canadian male). Both databases contain

parallel EGG recordings. The ground-truth F0 trajectory and V/UV boundaries are

derived from the EGG recordings employing the algorithm proposed in [118]. The

speech signals are downsampled to 16 kHz. We compute a narrowband spectrogram

with Hamming window of duration 40 ms and 1 ms frameshift. The DFT length

was set to 1024-points.

For performance quantification, we use the gross-pitch error (GPE) and fine-

pitch error (FPE). Lower the GPE and FPE, better is the technique. GPE is the

proportion of frames where the decisions for the algorithm and the ground-truth are

both voiced, and for which the estimated F0 deviates from the reference by more
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than 20%. The relative F0 error for the ith speech frame is given by

�(i) =
|F̂0(i)

� F0(i)
|

F0(i)
⇥ 100, (5.7)

where F̂0(i) and F0(i) denote the estimated F0 and the true F0, respectively. The

GPE over Nv voiced frames is computed as

GPE (%) =
1

Nv

NvX

i=1

I(�(i)>0.2), (5.8)

where

I(A) =

8
<

:
1, if A is true,

0, otherwise.
(5.9)

FPE is computed as the standard deviation (in %) of the relative F0 error within

20% deviation from the reference F0.

Let

�F (i) = �(i)I(�(i)<0.2). (5.10)

The FPE is given by

FPE (%) =

vuut 1

Nv

NvX

i=1

(�F (i) � �F̄ )2, (5.11)

where �F̄ denotes the mean value of �F (i) over the voiced frames.

5.4 Results

Tables 5.1 and 5.2 show the average scores over 200 clean speech files per speaker

taken from the CMU-ARCTIC and CSTR-FDA databases, respectively. Although

some existing algorithms make V/UV decisions as part of the method, to factor

out the accuracy of V/UV decision-making, we have used the ground-truth V/UV

decisions obtained from the parallel EGG recordings. We observe that CRT-CMNDF
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is slightly superior than CRT-PP in terms of both GPE and FPE. These tables

also show a comparison with the state-of-the-art pitch estimation algorithms. We

conclude that the proposed pitch estimation methods (CRT-PP and CRT-CMNDF)

are comparable to the state-of-the-art methods.

The performance in the presence of additive white Gaussian noise at 0 dB signal-

to-noise ratio (SNR) is shown in Table 5.3 and Table 5.4 for CMU-ARCTIC and

CSTR-FDA database, respectively. The proposed techniques are comparable with

the state-of-the-art techniques. Between CRT-CMNDF and CRT-PP, the former is

slightly superior.
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Table 5.1: Objective evaluation of F0 estimation algorithms on CMU-ARCTIC database for clean
speech.

Method
!

CRT-PP CRT-CMNDF YIN YAAPT SRH TEMPO Harvest DIO

GPE (%) : Gross Pitch Error

BDL 3.43 ± 1.95 2.29 ± 1.88 9.48 ± 3.81 1.33 ± 1.30 3.90 ± 2.60 1.31 ± 1.28 2.45 ± 1.80 3.31 ± 2.91

SLT 1.79 ± 1.90 1.63 ± 1.80 2.05±2.86 0.80 ± 0.91 2.12 ± 2.38 0.98 ± 1.91 1.21 ± 1.84 1.34 ± 2.03

JMK 6.74 ± 2.62 6.24 ± 2.05 10.68 ± 2.45 3.60 ± 2.45 8.75 ± 3.93 4.81 ± 2.45 5.03 ± 2.67 5.44 ± 2.57

FPE (%) : Fine Pitch Error

BDL 3.03 ± 0.62 2.58 ± 0.46 1.92 ± 0.38 2.78 ± 0.48 3.38 ± 0.51 3.03 ± 0.42 3.28 ± 0.40 3.33 ± 0.46

SLT 2.40 ± 0.51 2.22 ± 0.49 1.45 ± 0.44 1.94±0.40 2.77 ± 0.52 2.35 ± 0.45 2.37 ± 0.47 2.41 ± 0.45

JMK 3.87 ± 0.55 3.74 ± 0.59 2.93 ± 0.52 3.15 ± 0.47 3.99 ± 0.50 3.86 ± 0.50 3.85 ± 0.50 3.81 ± 0.47
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Table 5.2: Objective evaluation of F0 estimation algorithms on CSTR-FDA database for clean speech.

Method
!

CRT-PP CRT-CMNDF YIN YAAPT SRH TEMPO Harvest DIO

GPE (%) : Gross Pitch Error

RL (female) 14.26 ± 3.15 13.58 ± 3.74 19.65 ± 5.94 15.40 ± 5.10 17.34 ± 6.18 14.98 ± 7.33 15.33 ± 5.52 15.44 ± 5.48

SB (male) 15.79 ± 5.05 7.89 ± 2.67 9.04 ± 3.54 6.14 ± 3.19 7.13 ± 2.12 7.79 ± 3.14 6.22 ± 2.82 6.80 ± 3.41

FPE (%) : Fine Pitch Error

RL (female) 4.39 ± 0.96 4.18 ± 1.04 3.24 ± 0.98 4.49 ± 0.89 5.29 ± 0.99 4.69 ± 0.91 4.92 ± 0.90 4.97 ± 0.89

SB (male) 9.39 ± 1.43 8.35 ± 1.64 7.49 ± 1.24 7.74 ± 0.94 8.81 ± 1.03 8.43 ± 1.03 8.62 ± 0.98 8.69 ± 1.02
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Table 5.3: Objective evaluation of F0 estimation algorithms on CMU-ARCTIC database for noisy
speech (SNR = 0 dB).

Method
!

CRT-PP CRT-CMNDF YIN YAAPT SRH TEMPO Harvest DIO

GPE (%) : Gross Pitch Error

BDL 13.97 ± 3.92 10.41 ± 2.09 46.95 ± 7.86 13.88 ± 6.13 8.19 ± 4.17 57.58 ± 14.17 10.19 ± 6.90 44.13 ± 14.82

SLT 24.74 ± 3.90 5.45 ± 3.69 24.49 ± 5.93 5.39 ± 4.06 5.02 ± 3.22 11.15 ± 7.81 6.56 ± 5.24 3.70 ± 4.19

JMK 24.33 ± 4.05 10.07 ± 3.45 43.06 ± 6.39 21.46 ± 6.03 12.56 ± 5.50 19.76 ± 8.15 9.76 ± 5.65 9.60 ± 4.31

FPE (%) : Fine Pitch Error

BDL 5.92 ± 0.53 4.56 ± 0.67 1.42 ± 0.37 2.81 ± 0.56 3.83 ± 0.65 3.41 ± 0.72 3.96 ± 0.49 5.36 ± 0.36

SLT 9.98 ± 0.83 6.65 ± 1.12 2.82 ± 0.80 3.89 ± 0.76 5.29 ± 0.97 4.90 ± 0.75 4.69 ± 0.84 6.16 ± 0.54

JMK 6.01 ± 0.47 4.66 ± 0.57 2.16 ± 0.80 3.30 ± 0.85 4.42 ± 0.63 4.21 ± 0.70 4.44 ± 0.67 4.60 ± 0.54
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Table 5.4: Objective evaluation of pitch estimation algorithms on CSTR-FDA database for noisy speech (SNR 0 dB).

Method
!

CRT-PP CRT-CMNDF YIN YAAPT SRH TEMPO Harvest DIO

GPE (%) : Gross Pitch Error

RL (female) 23.68 ± 7.29 22.81 ± 7.70 57.36 ± 9.34 23.80 ± 7.76 21.69 ± 7.19 59.67 ± 16.67 23.85 ± 9.54 46.79 ± 15.56

SB (male) 43.35 ± 14.41 14.41 ± 5.50 32.45 ± 7.57 12.25 ± 5.25 11.84 ± 4.18 31.68 ± 13.60 28.39 ± 10.80 31.12 ± 18.56

FPE (%) : Fine Pitch Error

RL (female) 6.49 ± 1.04 5.62 ± 1.12 1.89 ± 0.77 4.52 ± 1.07 4.53 ± 1.07 5.55 ± 1.52 4.95 ± 0.85 5.05 ± 0.73

SB (male) 12.58 ± 1.48 10.99 ± 1.51 5.04 ± 1.01 7.27 ± 0.95 8.92 ± 1.23 8.00 ± 1.23 8.21 ± 1.51 9.84 ± 1.04
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5.5 Chapter Summary

We addressed the problem of pitch estimation from the carrier spectrogram. The

F0 information in the carrier spectrogram was extracted by employing two di↵erent

techniques, one based on peak-picking and the other based on cumulative normalized

di↵erence function of the carrier sinusoids. The latter approach was found to be

more reliable even in the presence of noise. Performance comparisons with the state-

of-the-art techniques carried out on the CMU-ARCTIC and CSTR-FDA databases,

which have parallel EGG recordings that can be used to determine the ground-truth

voiced/unvoiced decisions. The results showed that the proposed F0 estimation

algorithms are on par with the state-of-the-art techniques for clean as well as noisy

speech.
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Chapter 6

Vocal-tract Filter Estimation and Speech

Reconstruction

In the previous chapters, we focused on the analysis of the carrier spectrogram

and addressed the problems of pitch estimation, demarcation of voiced/unvoiced

regions, and delineation of periodic/aperiodic regions – all of these characterize the

source or glottal excitation. The other important attribute in the source-filter model

is the vocal-tract filter (VTF). In this chapter, we focus on the vocal-tract filter

estimation. More precisely, we use 2-D AM as a spectrotemporal model for the

magnitude response of the VTF. It shows the evolution of the vocal tract resonances

(or formants). Formants are the most commonly used parameters in characterizing

speech perception and intelligibility of voiced sounds.

In this chapter, we shall use the source and filter parameters together for the

task of speech reconstruction without requiring the short-time phase of the speech

waveform [44,45]. The window-length plays a crucial role in VTF estimation.

A fixed-length analysis window (typically 20 to 40 ms duration) is not optimal

for estimating the VTF. The reason is as follows. Windowing in time is equivalent

to convolution in frequency, which introduces interference between the fundamental

and the harmonics (for voiced speech) and also smooths the spectral envelope. The

purpose of the window is to obtain a time-slice of the signal during which the spectral

characteristics are nearly constant. If the window is too long, it fails to capture the

rapid variations of the spectrum. If it is too short, it smears the spectrum along the

frequency dimension without commensurate improvement in time resolution. The

127
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TIME (s)
<latexit sha1_base64="W0X+BVi8a2CnL1+ZsRnHM3iBk7s=">AAAJWXiclVZtb9s2EFa6t9h7a9eP+0IsNdAVjSG727JuKFAgXZEAHdClTRskMgpKOsmcKUolqTgeoT+xr9sfG/ZndpTkVC/J4BKQTfAePs+Rd7qTn3GmtOv+s3Xjgw8/+viT7cHw088+/+LLm7e+eqXSXAZwHKQ8lSc+VcCZgGPNNIeTTAJNfA6v/cW+tb8+B6lYKl7qVQazhMaCRSygGpdOXh7++gu5q759c3PHHbvlIP3JpJ7sOPV4/ubW9s9emAZ5AkIHnCp1NnEzPTNUahZwKIZeriCjwYLGYEo3CzLCpZBEqcRHaFKutnA0UWqV+IhMqJ6rrs0uXmU7y3X048wwkeUaRFAJRTknOiX2zCRkEgLNV4QGAfqbU41+tBhUQDmEj8YPpzMzB34OGk8gQcAySJOEitB4EU0YX4UQ0ZzrwngqWs+Ho+GIlFetCEKJn3MOWv2E6x5iMDLlUU2SxykPCyNjvzCT++547/v7btHDSFjVGHeMgOpBWNMZn+dQyaAnbT859TEbNCQMTRWpRRfEkzkHY1Xholj/Fx1iq745ce3thtR4+Peitpe1GbXPMY7vcx8I/x/qNoGeg8p9hRmEb0xhiPHmCvMG7pldd/wDbmnfMqYp5+RO5ZN6m1MJd97tmFoJcp3GtTJ772Qu71wzsbpW58Fap6lS8Rdnk9l6brXumavyZGLvxP7UnDYZS06b+WRncjV7R2BTjYZIFYy1RjfOLLaRtALE2NBKrAybOL976X1FS9q8GZVN3s08taGs+UhZAl5kEDDKia1hKa/e/6YKE0eF/SWeLWG+b46652PitI047SL2MTPWxv2u8ahh7HGfNow92gPGfZB6DcFqaA66GHiLhcqGRmPCSeDGO8dqLxkVMRZ88wjx7Q3P0qzA25QJedblenJpetI1HV6aDrumkAld28Ke2lNsiQxk8whPe4H2L+x+jE5YBYlc9FJs0UEseohlB+GlCcTUOjTaLQd5ARrfzpjga00y7C9EsT+AgA7GOIaeAuzTItbzKvNECPZcbpD06sK6tSstcfccc3A87bijqV80igUmOvJgT2qqaLjQSxZqS/AdmgcjwiKySnMiAFsh9kka/p4rXTpcAkka4USE6bLNhP6qBctsuZy2iJYUWzoSYYhkGuYBnhkdspfgg14CCLwISWNJM2ze+Lkx6X5c9CevpuPJg/H0t+nO44f1h8e287XzjXPXmTh7zmPnwHnuHDuBw50/nb+cv7f/HWwN8Cupgt7YqvfcdlpjcPs/RiBlYQ==</latexit>

(a)
<latexit sha1_base64="9+lXFy5ns0PCUCL0wX88lWoY4Ng=">AAAJVHiclVbfb9s2EFbbdbO9rWu3x70QSw10RWPI7rasGwoUSFGkQB+6ZGmLREZBSSeZM0WpJBXHI/Qn7HX7zwbsf9nDjpKc6kcyuARkE7yP33fkne7kZ5wp7br/XLt+46ObH38yGI4+/ezzW1/cvvPlK5XmMoDjIOWpfONTBZwJONZMc3iTSaCJz+G1v9y39tdnIBVLxa96ncE8obFgEQuoxqWje/Tbt7d33IlbDtKfTOvJjlOPl2/vDH72wjTIExA64FSp06mb6bmhUrOAQzHycgUZDZY0BlN6WJAxLoUkSiU+QpNytYWjiVLrxEdkQvVCdW128TLbaa6jH+eGiSzXIIJKKMo50SmxxyUhkxBoviY0CNDfnGr0o8WgAsohfDx5NJubBfAz0HgCCQJWQZokVITGi2jC+DqEiOZcF8ZT0WY+Go/GpLxlRRBK/Jxz0OonXPcQg0Epj2qSPE55WBgZ+4WZPnAne98/cIseRsK6xrgTBFQPwprO+DyHSgY9afvJqY+JoCFhaKpILbognsw5GKsK58Xmv+gQW/XtiWtvt6TGw38Qtb2s7ah9jnH8kPtA+P9Qtwn0AlTuK8wgfFkKQ4y3UJg3cN/supMfcEv7ljFNOSd3K5/Uu5xKuPt+x8xKkKs0rpTZey9zceeaifWVOg83Ok2Vir84nc43c6t131yWJ1N7J/an5rTJWHLazCc708vZOwLbajREqmBsNLpxZrGNpBUgxoZWYmXYxvndC+8rWtLmzahs8m7nqQ1lzUfKEnCUQcAoJ7aGpbx6/5sqTBwW9pd4toT5vjnsno+JkzbipIvYx8zYGPe7xsOGscd90jD2aA8Y90HqDQSroTnoYuAdFiobGo0JJ4Eb7wyrvWRUxFjwzWPEtze8SLMCb1Mm5EWX6+mF6WnX9PzC9LxrCpnQtS3sqT3DbshANo/wrBdo/9zux+iEVZDIeS/Flh3EsodYdRBemkBMrUPj3XKQI9D4dsYEX2uSYX8hiv0OBHQwwTHyFGCLFrFeVJknQrDncoOkVxc2XV1pibsXmIOTWccdTf2iUSww0ZEHe1JTRcO5XrFQW4Lv0DwcExaRdZoTAdgKsU/S8Ldc6dLhEkjSCCciTFdtJvRXLVlmy+WsRbSi2NKRCEMk0zAP8MzokL0EH/QKQOBFSBpLmmHzxs+Naffjoj95NZtMH05mv8x2njyqPzwGztfON849Z+rsOU+cA+elc+wETuz84fzp/DX4e/Dv8MbwZgW9fq3e85XTGsNb/wE1UmTN</latexit>

(b)
<latexit sha1_base64="3cqB7TF7z44g+JyaOWQN5WpLnyw=">AAAJVHiclVbfb9s2EFbbdbO9rWu3x70QSw10RWPI7rasGwoUSFGkQB+6ZGmLREZBSSeZM0WpJBXHI/Qn7HX7zwbsf9nDjpKc6kcyuARkE7yP33fkne7kZ5wp7br/XLt+46ObH38yGI4+/ezzW1/cvvPlK5XmMoDjIOWpfONTBZwJONZMc3iTSaCJz+G1v9y39tdnIBVLxa96ncE8obFgEQuoxqWje/63b2/vuBO3HKQ/mdaTHaceL9/eGfzshWmQJyB0wKlSp1M303NDpWYBh2Lk5QoyGixpDKb0sCBjXApJlEp8hCblagtHE6XWiY/IhOqF6trs4mW201xHP84NE1muQQSVUJRzolNij0tCJiHQfE1oEKC/OdXoR4tBBZRD+HjyaDY3C+BnoPEEEgSsgjRJqAiNF9GE8XUIEc25Loynos18NB6NSXnLiiCU+DnnoNVPuO4hBoNSHtUkeZzysDAy9gszfeBO9r5/4BY9jIR1jXEnCKgehDWd8XkOlQx60vaTUx8TQUPC0FSRWnRBPJlzMFYVzovNf9EhturbE9febkmNh/8gantZ21H7HOP4IfeB8P+hbhPoBajcV5hB+LIUhhhvoTBv4L7ZdSc/4Jb2LWOack7uVj6pdzmVcPf9jpmVIFdpXCmz917m4s41E+srdR5udJoqFX9xOp1v5lbrvrksT6b2TuxPzWmTseS0mU92ppezdwS21WiIVMHYaHTjzGIbSStAjA2txMqwjfO7F95XtKTNm1HZ5N3OUxvKmo+UJeAog4BRTmwNS3n1/jdVmDgs7C/xbAnzfXPYPR8TJ23ESRexj5mxMe53jYcNY4/7pGHs0R4w7oPUGwhWQ3PQxcA7LFQ2NBoTTgI33hlWe8moiLHgm8eIb294kWYF3qZMyIsu19ML09Ou6fmF6XnXFDKha1vYU3uG3ZCBbB7hWS/Q/rndj9EJqyCR816KLTuIZQ+x6iC8NIGYWofGu+UgR6Dx7YwJvtYkw/5CFPsdCOhggmPkKcAWLWK9qDJPhGDP5QZJry5surrSEncvMAcns447mvpFo1hgoiMP9qSmioZzvWKhtgTfoXk4Jiwi6zQnArAVYp+k4W+50qXDJZCkEU5EmK7aTOivWrLMlstZi2hFsaUjEYZIpmEe4JnRIXsJPugVgMCLkDSWNMPmjZ8b0+7HRX/yajaZPpzMfpntPHlUf3gMnK+db5x7ztTZc544B85L59gJnNj5w/nT+Wvw9+Df4Y3hzQp6/Vq95yunNYa3/gM+QWTO</latexit>

Figure 6.1: [Color online] (a) Harmonically related Instantaneous frequency (IF)
tracks, and (b) spectrogram computed using a Hanning window of duration 30 ms.
The regions of fast varying IF and the corresponding spectrogram region are indicated
by using a rectangular box. The harmonic partials in the spectrogram are not clearly
separable when IF changes rapidly. The frequency modulated synthetic signal is

s(t) =
10X

k=1

sin(2⇡kF0t + 0.25k

Z t

0

NX

n=1

(an sin(2⇡n⌧ + �n) + bn cos 2⇡n⌧) d⌧), where

F0 = 400 Hz, and ai, bi’s are chosen from a uniform random distribution.

analysis window must be neither too short nor too wide. Ideally, it must be chosen

based on the underlying frequency modulation [156]. Ideally, the window duration

should be adapted to the rate of change of the spectrum. For a unit-modulus signal

with phase �(t), the optimal window duration � is inversely related to the rate of

change of the instantaneous frequency (IF) [157]. Choosing �(t) =
p

2|�00(t)|�
1
2 for a

rectangular window reduces the spread of the ridge in the t-f plane. Consider a signal

composed of ten harmonically related sinusoids, each with instantaneous frequency

(IF) shown in Figure 6.1(a). Although the energy is concentrated along the harmonics,

we observe smearing of the spectrum in t-f regions where the IF varies rapidly as

shown in Figure 6.1(b) (see dashed box). This is because rapid IF variations reduce

the localization accuracy. As a result, the instantaneous bandwidth of the signal

is also overestimated [158]. These problems can be circumvented by adapting the

duration of the analysis window to the pitch period of the speaker. STRAIGHT

and WORLD vocoders have used this analysis methodology for estimating the

VTF. Similarly, we adapt the duration of analysis window in proportion to the
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inverse of F0 as the window slides with a constant frameshift over the duration of

signal. Such a pitch-adaptive spectrogram trades-o↵ the time-frequency resolution

better than a fixed-window-length spectrogram. Further, short-time analysis results

in wider formant bandwidths, which makes it unsuitable for high-quality speech

reconstruction. To overcome this limitation, we propose a method for formant

bandwidth correction. The formant bandwidth correction is applied to the 2-D AM

obtained by employing CRT-based demodulation on the pitch-adaptive spectrogram.

The curated 2-D AM is used for speech reconstruction along with CRT-based source

parameters. The e↵ectiveness of the proposed approach is shown in the context of

(1) source-filter-based spectral synthesis model; and (2) a neural vocoder (WaveNet).

6.1 The Pitch-adaptive Spectrogram

In contrast to the fixed-window-length spectrograms (narrowband/wideband), a

pitch-adaptive spectrogram is computed using a window whose length is varied in

proportion to the fundamental frequency of the speaker.

The pitch-adaptive STFT of a voiced speech signal s(⌧) at time t is given by

S(t,!) =

Z
1

�1

s(⌧)wµ(⌧ � t)e�j!⌧d⌧, (6.1)

where the variable-length window wµ(⌧) is supported over ⌧ 2 [�µT0, µT0], T0 = 1
F0

being the fundamental period at time t, and µ is a parameter (typically, µ takes

values 1, 1.5, 2, 2.5, 3, 3.5 without violating the stationary assumption. The window

duration is given by 2µ
F0 (in seconds). The pitch-adaptive spectrogram is given

by S(!) = |S(t,!)|2. Table 6.1 lists the window duration for various values of µ,

considering that an adult speaker’s pitch normally falls in the range [100, 155] Hz for

males, and [165, 250] Hz for females. The window length varies between 8 ms and

70 ms, which corresponds to the highest and lowest pitch, respectively. We choose

the value of µ that maximizes the demodulation accuracy, measured in terms of the
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Table 6.1: Window duration (in milliseconds) as a function of µ

Male Female

µ F0 = 100 Hz F0 = 155 Hz F0 = 165 Hz F0 = 250 Hz

1 20 12.9 12.1 8

1.5 30 19.4 18.2 12

2 40 26 24 16

2.5 50 32 30 20

3 60 39 36 24

3.5 70 45 42 28

Global Signal-to-Reconstruction Error Ratio (GSRER) given by

GSRER = 20 log
kS(!)k

kS̃(!) � S(!)k
, (dB) (6.2)

where S(!) and S̃(!) represent the original and reconstructed pitch-adaptive spec-

trogram, respectively.

6.1.1 Choice of µ

The optimum value of µ is the one that maximizes the GSRER. We consider a mono-

component AM-FM model for the pitch-adaptive spectrogram and its reconstruction

from the estimated AM and FM. We randomly selected 40 speech files from the

CMU-ARCTIC database: 20 male (bdl) and 20 female (slt). The pitch-adaptive

spectrogram is divided into t-f patches of dimension 100 ms ⇥ 600 Hz where the fre-

quency dimension is chosen to include at least 2 pitch harmonics even for high pitch

sounds. The overlap is 75% and 35% along time and frequency axes, respectively.

The synthesized spectrogram is given by

S̃(!) = Ṽ (!)(↵0 + cos �̃(!)), (6.3)
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Figure 6.2: (a) A pitch-adaptive spectrogram; and (b) the reconstructed spectrogram
from the estimated AM and FM using the monocomponent model. The spectrogram
corresponds to the utterance “Author of the danger trail, Philip Steels, etc.” spoken
by a female speaker taken from the CMU-ARCTIC database.

where Ṽ (!) and �̃(!) are the estimated AM and FM, respectively. The value of ↵0

in Equation (6.3) is obtained by solving the following least-squares regression:

arg min
↵0

kS(!) � Ṽ (!)(↵0 + cos �̃(!))k2
2. (6.4)

Figure 6.2(a) and Figure 6.2(b) display a pitch-adaptive spectrogram and its re-

construction, respectively. Table 6.2 displays the average GSRER values for male

and female speech utterances. The highest GSRER is obtained for µ = 2.5, i.e.,

a window length of 5T0. Based on these results, the value of µ is fixed to 2.5 for

computation of the pitch-adaptive spectrogram.
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Table 6.2: Average GSRER (dB) for various values of µ corresponding to the speech
utterances taken from CMU-ARCTIC database.

µ ! 1 1.5 2 2.5 3 3.5

Male 14.96 ± 1.73 6.58 ± 0.74 13.54 ± 1.2 15.7 ± 1.61 9.91 ± 0.7 11.46 ± 0.91

Female 7.01 ± 1.4 5.98 ± 0.53 9.31 ± 1.46 9.41 ± 1.78 7.71 ± 0.73 8.44 ± 1.08

6.2 Formant Bandwidth Correction

Short-time analysis broadens the formants and the 2-D bandpass filter further a↵ects

the smoothness and formant bandwidths in the estimated spectral envelope. Larger

formant bandwidths cause a synthesized speech signal to decay faster in every glottal

cycle and makes it sound buzzy. On the other hand, narrow formants result in

slow decay and result in tone-like perception. Hence, it is important to correct for

formant bandwidth estimation errors.

Small fluctuations in the estimated envelope are due to residual harmonic in-

terference or noise. They can be suppressed by applying a local smoother on the

estimated AM:

Vs,ti(!) =
2

!0(ti)

Z !+!0(ti)/4

!�!0(ti)/4
Vti(�)d� (6.5)

where !0(ti) (radian/sec) is the fundamental frequency at time ti. The smoothing

considers a rectangular window of width !0(ti)/2. The width parameter was chosen

experimentally.

The proposed formant bandwidth correction is based on the weighted central

di↵erence operator, applied to the smoothed AM on the log scale. The logarithm

compresses the dynamic range and makes the correction more e↵ective in high-

frequency regions. A three-point weighted central di↵erence of Vs,ti(!) is given

by

Xti(!) =
1X

k=�1

wk ln Vs,ti(! � k!0(ti)), (6.6)
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where the weights sum to unity:

1X

k=�1

wk = 1. (6.7)

Equation (6.6) shows that Xti(!) is the weighted sum of three terms: ln Vs,ti(!), its

right-shifted version ln Vs,ti(!�!0(ti)), and the left-shifted version ln Vs,ti(!+!0(ti)).

We choose equal weights for the right-shifted and left-shifted versions, i.e., w�1 = w1.

Taking inverse Fourier transform on both sides of Equation (6.6) gives

X̂ti

�
t̃
�

=

✓
w0 + 2w1 cos

�
!0(ti)t̃

�◆
L̂ti

�
t̃
�
, (6.8)

where t̃ is the dual of !, which denotes the quefrency variable in the cepstral domain,

and L̂ti(t̃) is the inverse Fourier transform of ln Vs,ti(!). The corrected spectral

envelope is further subjected to lowpass filtering to suppress variations beyond F0

resulting in the following envelope:

Vc,ti(!) = eF
�

X̂ti

�
t̃
�
Ŝti

�
t̃
� 

, (6.9)

where

Ŝti

�
t̃
�

=
sin
�
⇡F0t̃

�

⇡F0t̃
.

A negative value of w1 in Equation (6.6) ensures reduction in the formant

bandwidths. The correction filter is parameterized by a single parameter w1 since

w0 = 1 � 2w1. We evaluate the e↵ectiveness of the formant bandwidth correction

for a synthetic vowel first and then for the real speech from VTR database [60].

In order to synthesize a vowel close to a natural one, we extract linear prediction-

based envelope from a sustained real vowel “/o/” of duration 1 sec, which is spoken

by a male speaker having an average pitch of 120 Hz — the average pitch is estimated

by using an open source software Praat [84]. The linear prediction envelope from

a real vowel is obtained by using short-time analysis with a Hamming window of

duration 40 ms and frameshift of 5 ms. The vowel is synthesized using a 14th-order



November 26, 2021 3:21 World Scientific Book - 9.75in x 6.5in output

134

Table 6.3: The estimated 3-dB formant bandwidths (Hz) and the bandwidth estima-

tion error (Hz) with respect to the ground-truth for a synthetic vowel. �̄ = 1
5

5X

i=1

�(i).

Parameter w1 = �0.50 was chosen based on the objective evaluation of the recon-
structed speech waveforms (Section 6.4).

B(1)
|�(1) B(2)

|�(2) B(3)
|�(3) B(4)

|�(4) B(5)
|�(5) �̄

Ground truth 113|� 86|� 279|� 125|� 213|� �

After smoothing 152|34.48 293|240.91 334|19.58 240|92.19 412|93.58 96.15%

After correction
(w1 = �0.50)

90|20.69 207|140.91 205|26.57 180|43.75 217|1.83 46.75%

WORLD 109|3.45 225|161.36 262|6.29 199|59.38 248|16.51 49.40%
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Figure 6.3: (Color online) Influence of the weight parameter w1 on the bandwidth
estimation error: (a) Mean-bandwidth estimation error; and (b) the estimated
formant bandwidths.

LP filter with the excitation

e(t) =
K0X

k=1

cos(2⇡k F0 t), (6.10)

where F0 = 120 Hz, K0 = Fs/2
F0 ⇡ 33 (number of harmonics) with Fs = 8000 Hz.

The envelope is obtained using CRT operating on the pitch-adaptive spectrogram.

The envelope is subjected to formant bandwidth correction.

In order to examine the e↵ect of the weight parameter w1 on the formant

bandwidths, we estimate the 3-dB formant bandwidths from the smoothed spectral

envelope and the LP envelope that serves as the ground truth.
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6.2.1 E↵ect of weight parameter on bandwidth estimation

We estimate 3-dB formant bandwidths from: (1) the ground truth LP envelope,

(2) smoothed CRT envelope, (3) CRT envelope after correction, and (4) envelope

obtained from WORLD vocoder. The relative estimation error for the ith formant

bandwidth is given by

�(i) =

���B(i)
� B(i)

g

���

B(i)
g

⇥ 100, (6.11)

where B(i) and B(i)
g represent the estimated 3-dB bandwidth (Hz) and the ground

truth, respectively. Table 6.3 compares the estimated bandwidths and the relative

estimation error for five formants. We observe that the bandwidth correction

filter reduces the average bandwidth estimation error from 96.15 % to 46.75 %.

Figure 6.3(a) displays the mean bandwidth estimation error �̄ with respect to weight

parameter w1. The error is small when �1 < w1 < �0.65.

While Figure 6.3(a) displays an aggregated e↵ect of w1 on all the five formants,

Figure 6.3(b) shows the e↵ect of w1 on the estimated bandwidths of the individual

formants. Figure 6.4 displays the CRT-AM, and its corrected version (w1 = �0.50)

for a windowed segment of the synthetic vowel along with the ground truth LP

envelope, WORLD envelope, and the STFT magnitude response. Figure 6.5 shows

the corrected envelope for various choices of w1. Large negative values of w1 result in

envelope fluctuations, which are undesirable. The objective evaluation in Section 6.3

confirms that the best quality of reconstructed speech (using a spectral synthesis

model) is achieved for �0.60 < w1 < �0.50.

6.2.2 E↵ect of weight parameter on formant frequencies

Ideally, the bandwidth correction step must not shift the formants. In this subsection,

we check if there is a shift in the formant frequencies. The estimation error for the
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Figure 6.4: (Color online) This figure shows the STFT magnitude, envelope estimated
using CRT (CRT-AM), envelope obtained after smoothing (CRT-AMS), envelope
obtained after correction (CRT-AMC), and envelope obtained from the WORLD
vocoder (WORLD-AM). The envelopes are shifted by introducing a bias only to aid
visualization.
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Figure 6.5: [Color online] The e↵ect of weight parameter w1 on the envelope estimated
by the CRT demodulator. The formant bandwidths reduce as the weight parameter
becomes more negative – this e↵ect can be seen predominantly in the first formant
shown in the zoomed-in portion.

ith formant is given by

�(i) =
|F (i)

� F (i)
g |

F (i)
g

⇥ 100 (%), (6.12)

where F (i) and F (i)
g denote the ith formant and the ground-truth formant frequencies,

respectively. Table 6.4 shows the formant estimation error before and after apply-

ing bandwidth correction to smoothed CRT-AM. We observe that the correction
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Table 6.4: Formants (Hz) and the formant estimation error (in %) after correction

for a synthetic vowel. �̄ = 1
5

5X

i=1

�(i). Parameter w1 = �0.50 was chosen based on

the objective evaluation of the reconstructed speech waveforms (Section 6.4).

F (1)
|�(1) F (2)

|�(2) F (3)
|�(3) F (4)

|�(4)) F̃ (5)
|�(5) �̄

Ground truth 343.83|� 781.44|� 2391.21|� 3561.42|� 4251.04|� �

Smoothed CRT-
AM

359.46|4.55 734.55|6 2391.21|0 3577.05|0.44 4204.15|1.1 2.42%

CRT-AM after
correction (w1 =
�0.50)

359.46|4.55 734.55|6 2391.21|0 3592.67|0.88 4217.83|0.78 2.44%

mechanism causes only a minor perturbation in the formant frequencies.

For real speech, Figure 6.6 displays the envelope in the t-f plane estimated using

the proposed technique and the CheapTrick [159] algorithm (used by WORLD

vocoder) together with the corresponding pitch-adaptive spectrogram.

6.2.3 E↵ect of formant bandwidth correction on real speech

We analyze the e↵ectiveness of the proposed CRT-based formant tracking and the

bandwidth correction method on VTR database [60]. The database has 8 dialects

of which we select a subset consisting of 2 female and 2 male utterances for each

dialect, ending up with a total of 32 utterances for evaluation. The formants and

their bandwidths are compared for STRAIGHT, WORLD and CRT envelope with

respect to each other and in reference to the values provided in the VTR database.

The standard objective measures for evaluation are as follows.

Gross Detection Rate (GDR) (in %): It is the number of formants detected

within 20 % of the reference value or 300 Hz absolute deviation, whichever is smaller.

Mean Absolute Deviation (MAD) (in Hz): It is the mean value of the absolute

deviation of the detected formants from the reference value.

A high value of GDR and a low value of MAD indicate better overall accuracy of

a formant tracking algorithm. The envelopes from STRAIGHT, WORLD and CRT-

AM (before formant bandwidth correction) are obtained for the 32 speech waveforms.
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Figure 6.6: (a) A pitch-adaptive spectrogram; (b) CRT envelope after formant
bandwidth correction; and (c) envelope obtained using CheapTrick (algorithm used
by WORLD) for the speech utterance, “Author of the danger trial, Philip Steels etc.”
spoken by a male speaker.

The GDR and MAD values are averaged across all the voiced speech frames and

over the chosen utterances. The performance of three methods for formant tracking

is reported using GDR and MAD. The estimation errors in formant bandwidths can

only be reported using MAD. Table 6.5 and Table 6.6 report the average GDR and

MAD scores for formant tracking for male and female speakers, respectively. The

results show that the CRT-based approach is on par with STRAIGHT and WORLD.

Figure 6.7 shows the estimated formant tracks superimposed on the ground-truth
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(b)

Figure 6.7: Illustration of the first three formant tracks from the VTR database and
the estimated formant tracks using CRT. (a) Smoothed CRT envelope overlaid with
the ground-truth formants; and (b) ground-truth formant tracks, their estimates,
and missed formants. The speech utterance is “This has been attributed to helium
film flow in the vapor pressure thermometer.” spoken by a female speaker, taken
from the VTR database.

Table 6.5: Average GDR and MAD of formants F1, F2, and F3 for male speakers.
Parameter w1 = �0.50 was chosen for bandwidth correction based on objective
evaluation of reconstructed speech (Section 6.4).

GDR (%) MAD (Hz)

Method F1 F2 F3 F1 F2 F3

CRT (before correction) 78.07 93.00 93.09 44.92 77.08 74.03

CRT (after correction) 76.88 97.53 98.04 46.25 70.56 72.58

STRAIGHT 81.16 96.27 99.37 45.03 78.95 65.53

WORLD 79.09 96.48 99.38 44.76 83.30 70.86

formant tracks provided in the VTR database. The VTR ground-truth is based

on LP analysis followed by manual correction. The figure illustrates that the CRT

envelope closely follows the ground truth formants.

Table 6.7 and Table 6.8 report the average values of MAD scores for formant

bandwidths for male and female speakers, respectively, where we used the smoothed
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Table 6.6: Average GDR and MAD of formants F1, F2, and F3 for female
speakers. Parameter w1 = �0.50 was chosen for bandwidth correction based on
objective evaluation of reconstructed speech (Section 6.4).

GDR (%) MAD (Hz)

Method F1 F2 F3 F1 F2 F3

CRT (before correction) 79.01 81.27 81.41 45.11 92.06 88.05

CRT (after correction) 75.72 90.38 93.28 50.03 89.97 92.64

STRAIGHT 80.73 96.76 94.47 46.51 93.13 94.48

WORLD 76.53 94.08 92.56 45.06 93.68 97.76

Table 6.7: Average MAD of formant bandwidths (female
speakers). Parameter w1 = �0.50 was chosen for band-
width correction based on objective evaluation of recon-
structed speech (Section 6.4).

MAD (Hz)

Method F1-BW F2-BW F3-BW

CRT (before correction) 162.61 157.23 721.33

CRT (after correction) 82.45 110.00 208.00

STRAIGHT 130.74 101.78 492.12

WORLD 63.11 122.35 556.31

Table 6.8: Average MAD for formant bandwidths (male
speakers). Parameter w1 = �0.50 was chosen for band-
width correction based on objective evaluation of recon-
structed speech (Section 6.4).

MAD (Hz)

Method F1-BW F2-BW F3-BW

CRT (before correction) 104.00 162.00 483.95

CRT (after correction) 97.15 144.00 388.00

STRAIGHT 51.13 105.07 300.74

WORLD 44.76 83.30 70.86

CRT envelope without formant bandwidth correction. From the tables, it is clear

that CRT overestimates the formant bandwidths in comparison to STRAIGHT and

WORLD. Also, the factor by which the bandwidths are overestimated is more for
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Figure 6.8: Average GDR and MAD for formants, and MAD scores for formant
bandwidths (MAD-BW) with respect to the weight parameter used for formant
bandwidth reduction. (First row: male speakers; Second row: female speakers).

female speakers than the male speakers, quite likely due to higher pitch of the female

speakers.

Next, we compute the average GDR and MAD for various values of the weight

parameter in Equation (6.6). From the results shown in Figure 6.8, we observe

that average GDR exhibits an increasing trend for second and third formants, and

a decreasing trend for the first formant for both the genders (see Figure 6.8(a)

and Figure 6.8(d)). The average MAD scores for formant bandwidths exhibit a

decreasing trend for the first two formants. However, the trend is a bit erratic for

the third formant-bandwidth (see Figure 6.8(c) and Figure 6.8(f)). These results on

real speech signals underscore the importance of formant bandwidth correction.

The Riesz transform based analysis of speech signals is summarized in the block

diagram shown in Figure 6.9. The source parameters such as pitch, voiced/unvoiced

segmentation, and aperiodicity are all estimated by employing CRT demodulation

on a narrowband spectrogram. In particular, the 2-D FM is used for the estimation
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Figure 6.9: Block diagrams illustrating source and filter parameter estimation using
CRT-based analysis of a speech signal.

of source parameters. The vocal-tract filter response is obtained by employing

CRT-based demodulation of the pitch-adaptive spectrograms.

The rest of this chapter is devoted to speech reconstruction using the source

and filter parameters estimated using the CRT approach. For comparison, we

use acoustic features obtained from the state-of-the-art vocoders STRAIGHT and

WORLD.

6.3 Speech Reconstruction Using the Spectral Synthesis Model

The spectral synthesis model requires four inputs: instantaneous F0, voiced/unvoiced

decisions, aperiodicity parameters (AP), and the vocal-tract filter (VTF) response.

In the spectral synthesis model, the spectrum of a voiced sound segment at instant

ti is given by

ŝv,ti(!) = v̂ti(!)

✓p
T0(1 � âti(!))p̂ti(!) + âti(!)n̂ti(!)

◆
. (6.13)
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Figure 6.10: Illustration for obtaining the synthesis time instants from instantaneous
phase. Synthesis time instants are given by the time-locations for which �d(t) > ⇡.

For unvoiced segments, the spectrum is given by

ŝuv,ti(!) = v̂ti(!)âti(!)n̂ti(!), (6.14)

where v̂ti(!), âti(!), n̂ti(!), and T0 denote the vocal-tract filter estimate, aperiodicity

map, white Gaussian noise, the instantaneous pitch period at ti. The quantities

v̂ti(!) and âti(!) are derived by a minimum-phase approximation of the estimated

vocal-tract filter and aperiodicity parameters, respectively. At a given instant, the

speech segment is identified either as voiced or unvoiced, the corresponding spectrum

is computed, and then subjected to inverse Fourier transform. The resulting speech

segments are overlapped and added in a pitch-synchronous fashion.

The synthesis instants are derived from F0 track of the speaker. In general, the

analysis and synthesis time instants are not aligned. The filter response, AP, V/UV

and F0 are copied from the nearest analysis instant to the current synthesis instant.
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Table 6.9: Various configurations considered to assess the influence of the analysis
parameters on the quality of speech reconstruction using the spectral synthesis
model.

Parameters Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

V/UV WORLD CRT CRT CRT CRT CRT

AP D4C [127] D4C CRT CRT CRT CRT

F0 Harvest [150] Harvest Harvest CRT Harvest CRT

VTF CheapTrick [159] CheapTrick CheapTrick CheapTrick CRT CRT

6.3.1 Synthesis Time Instants

The synthesis instants ti in Equation (6.13) and Equation (6.14) are derived from

the pitch contour f0(t) as follows. The procedure is identical to that followed in

STRAIGHT and WORLD.

(1) Compute the instantaneous phase �(t) from the instantaneous pitch f0(t) (cf.

Figure 6.10(a)):

�(t) = 2⇡

Z t

0
f0(⌧)d⌧. (6.15)

A default value of 500 Hz is assigned to f0(t) in unvoiced segments.

(2) Construct a function �q(t) = 2⇡
j�(t)

2⇡

k
, which is discontinuous at the level-

crossings of 2⇡ and its integer multiples (cf. Figure 6.10(b)).

(3) Remove the contribution of �q(t) from �(t) to obtain �̃(t) = �(t) � �q(t). The

function �̃(t) is bounded between 0 and 2⇡ and retains the discontinuities in

�q(t) (cf. Figure 6.10(c)).

(4) Highlight the singularities in �̃(t) by computing its derivative �d(t) =
d�̃(t)

dt
(cf.

Figure 6.10(d)).

(5) The synthesis instants are selected as the instants {ti} where �d(t) > ⇡.
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Table 6.10: Average PESQ scores over 100 speech utterances for each of the
speakers taken from CMU-ARCTIC database.

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

bdl 3.47 ± 0.14 3.42 ± 0.16 3.34 ± 0.12 3.31 ± 0.16 2.93 ± 0.14 2.67 ± 0.15

ksp 3.42 ± 0.16 3.45 ± 0.13 3.42 ± 0.12 3.40 ± 0.16 2.73 ± 0.14 2.48 ± 0.11

clb 3.49 ± 0.12 3.40 ± 0.14 3.34 ± 0.15 3.45 ± 0.18 2.64 ± 0.14 2.30 ± 0.13

slt 3.58 ± 0.02 3.51 ± 0.15 3.43 ± 0.12 3.34 ± 0.16 2.91 ± 0.15 2.58 ± 0.18
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Figure 6.11: (a) PESQ scores versus bandwidth correction factor w1, averaged over
100 speech waveforms for each speaker.

6.4 Results

Next, we analyze the e↵ect of each of the parameters on the quality of reconstruction.

The various scenarios considered are presented in Table 6.9. The reconstruction

follows the spectral synthesis model in each case. Case 1 corresponds to the baseline

WORLD vocoder, which uses D4C for aperiodicity estimation [127], Harvest for F0

estimation [150], and CheapTrick for vocal-tract filter estimation [159]. In Case 2,

the AP used by WORLD is replaced by CRT aperiodicity (CRT-AP), and likewise

for the other cases mentioned in the table.
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(b)

Figure 6.12: Mean opinion scores for the analysis/synthesis experiment: (a) male
speakers (bdl, ksp); and (b) female speakers (clb, slt) taken from CMU-ARCTIC
database. This figure compares the influence of CRT aperiodicity parameters and
voiced/unvoiced decisions (CRT-(AP+V/UV)), WORLD, and STRAIGHT. The
error bars show 95% confidence interval.

6.4.1 Objective Evaluation

For objective evaluation, we use the PESQ metric. We choose a total of 100 speech

waveforms from CMU-ARCTIC database for each of the speakers: 2 male (bdl, ksp)

and 2 female (slt, clb). Table 6.10 reports the average PESQ scores and the standard

deviation. The scores show that the proposed parameters result in a performance

comparable with the baseline except for Case 5 and Case 6, where the CRT envelope

is used after formant bandwidth correction. The e↵ect of the weight parameter w1

on PESQ is determined by reconstructing speech signals using the configuration in

Case 5. w1 is varied from �1.5 to 0, with w1 = 0 corresponding to no correction.

Figure 6.11 displays the average PESQ over 100 speech waveforms for speakers

bdl, ksp, slt, and clb. The highest PESQ scores are obtained around w1 = �0.5.

Informal listening tests also confirmed this observation. The optimal value of w1

is set to �0.5. Reconstructed speech samples are available for listening at the link:

https://jitendradhiman.github.io/RZParametersImpactOnRecons.html.

https://jitendradhiman.github.io/RZParametersImpactOnRecons.html
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ST
RAI

GHT

<latexit sha1_base64="mUUmvSametiDKbWxT84cHyy19/g=">AAAJWXiclVZbb9s2FFa6W+zdenncC7HUwFA0hux2zdqhQIsUXQL0oculDRIZBSUdyZwpSiWpOC6hP7HX7Y8N+zM7lOxUl2RwCcgmeD5+3yHP0TnyM86Udt1/Nm589vkXX3612et//c23331/89btNyrNZQDHQcpTeeJTBZwJONZMczjJJNDE5/DWn+1a+9tzkIql4kgvMpgkNBYsYgHVuHRyeHTwfP+3vaN3N7fcoVsO0p2MlpMtZzlev7u1+asXpkGegNABp0qdjdxMTwyVmgUcir6XK8hoMKMxmNLNggxwKSRRKvERmpSrDRxNlFokPiITqqeqbbOLV9nOch39MjFMZLkGEVRCUc6JTok9MwmZhEDzBaFBgP7mVKMfDQYVUA7h0+Hj8cRMgZ+DxhNIEDAP0iShIjReRBPGFyFENOe6MJ6KVvP+oD8g5VUrglDi55yDVk9w3UMMRqY8qknyOOVhYWTsF2Z03x3u/HzfLToYCYslxh0ioHoQVnfG5zlUMuhJ009OfcwGDQlDU0Vq0QXxZM7BWFW4KFb/RYvYqq9PvPR2TWo8/CdR28taj9rnGMdPuQ+E/w91k0BPQeW+wgzCN6YwxHhThXkD98y2O3yEW5q3jGnKOblb+aTe51TC3Y87xlaCXKdxrczOR5nLO9dMLK7VebDSqatU/MXZaLKaW6175qo8Gdk7sT9LTpuMJafNfLI1upq9JbCuRk2kCsZKox1nFttIWgFibGglVoZ1nN++9L6iJU3ejMo673qe2lAu+UhZAg4zCBjlxNawlFfvf12FiYPC/hLPljDfNwft8zFx2kScthG7mBkr427beFAzdrhPa8YO7R7jPki9gmA1NHttDLzHQmVDozHhJHDjnWO1l4yKGAu+eYr45oZXaVbgbcqEvGpzvbg0vWib9i9N+21TyIRe2sKO2ktsiQxk/QgvO4H2L+x+jE5YBYlcdFJs1kLMOoh5C+GlCcTUOjTYLgc5BI1vZ0zwtSYZ9hei2AcgoIMhjr6nAPu0iPW0yjwRgj2XGySdurBq7UpL3D3FHByOW+5o6he1YoGJjjzYk+oqGi70nIXaEjxEc29AWEQWaU4EYCvEPknDP3KlS4dLIEkjnIgwnTeZ0F81Y5ktl+MG0ZxiS0ciDJFMwzzAM6ND9hJ80HMAgRchaSxphs0bPzdG7Y+L7uTNeDh6MBz/Pt569nD54bHp/OD86PzkjJwd55mz57x2jp3A4c6fzl/O35v/9jZ6+JVUQW9sLPfccRqjd+c/Kshlrw==</latexit>

W
ORLD

<latexit sha1_base64="n7P/WKk/RfaR/KnJj4rXRekD4kQ=">AAAJVniclVZtb9s2EFa7drW9t3T72C9EUwND0RiS2y3bigIFEhQpEGBdujRFIqOgpLPMmaJUkorjEfoN+7r9s+3PDDtKdqqXZHAJyCZ4D5/nyDvdKcg4U9p1/7lx85Nbtz+90+sPPvv8iy+/2rr79RuV5jKE4zDlqXwbUAWcCTjWTHN4m0mgScDhJJjvWfvJOUjFUvGrXmYwSWgs2JSFVOPS8cnPR4f777a23ZFbDtKdeKvJtrMar97d7T31ozTMExA65FSpM8/N9MRQqVnIoRj4uYKMhnMagyl9LMgQlyIyTSU+QpNytYGjiVLLJEBkQvVMtW128SrbWa6nP0wME1muQYSV0DTnRKfEHphETEKo+ZLQMER/c6rRjwaDCimH6Nnox/HEzICfg8YTSBCwCNMkoSIy/pQmjC8jmNKc68L4arqeD4aDISnvWRGEkiDnHLT6Cdd9xGBYyqOaJI9THhVGxkFhvEfuaPe7R27RwUhYrjDuCAHVg7C6MwHPoZJBT5p+chpgKmhIGJoqUosuiC9zDsaqwkWx/i9axFZ9c+KVtxtS4+E/itpe1mbUAcc4fsx9IPx/qJsEegYqDxRmEL4uhSHGnynMG3hodtzR97ilecuYppyTB5VP6n1OJTz4sGNsJch1GtfK7H6QubxzzcTyWp3Ha526SsVfnHmT9dxqPTRX5Yln78T+rDhtMpacNvPJtnc1e0tgU42aSBWMtUY7ziy2kbQCxNjQSqwMmzi/c+l9RUuavBmVdd7NPLWhXPGRsgS8ziBklBNbw1Jevf91FSaOCvtLfFvCgsActc/HxGkTcdpG7GFmrI17beNRzdjhPq0ZO7QHjAcg9RqC1dActDHwHguVDY3GhJPAjX+O1V4yKmIs+OYZ4psbDtOswNuUCTlsc+1fmvbbppeXppdtU8SEXtmijtoL7IcMZP0ILzqBDi7sfoxOVAWJXHRSbN5CzDuIRQvhpwnE1Do03CkHeQ0a386Y4GtNMuwvRLHfgYAORzgGvgJs0iLWsyrzRAT2XG6YdOrCuq8rLXH3DHNwNG65o2lQ1IoFJjryYE+qq2i40AsWaUvwBM39IWFTskxzIgBbIfZJGv2WK106XAJJOsWJiNJFkwn9VXOW2XI5bhAtKLZ0JMIQyTTKQzwzOmQvIQC9ABB4EZLGkmbYvPFzw2t/XHQnb8Yj7/Fo/Mt4+/mT1YdHz7nn3He+dTxn13nuHDivnGMndJjzh/On81fv796//dv9OxX05o3Vnm+cxuhv/QcGa2Wy</latexit>

ORIG
IN
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<latexit sha1_base64="ukVgMr7QN3WZV9LYobtpCVu32RA=">AAAJWXiclVZtb9s2EFa6t9h7abt+7BeiqYGhaAzJ7Zq9oECLFF0CBFuXLm2QyCgo6SyzpiiVpOK4hP7Evm5/bNif2VGyU70kg0tANsF7+DxH3ulOQcaZ0q77z8a1Tz797PMvNnv9L7/6+pvrN25++0qluQzhKEx5Ko8DqoAzAUeaaQ7HmQSaBBxeB7Nda399BlKxVPyhFxmMExoLNmEh1bh0/Nvh/i/7vz49eHNjyx265SDdibecbDnL8eLNzc2f/SgN8wSEDjlV6tRzMz02VGoWcij6fq4go+GMxmBKNwsywKWITFKJj9CkXG3gaKLUIgkQmVA9VW2bXbzMdprryQ9jw0SWaxBhJTTJOdEpsWcmEZMQar4gNAzR35xq9KPBoELKIXo8/HE0NlPgZ6DxBBIEzMM0SaiIjD+hCeOLCCY057owvpqs5v1Bf0DKq1YEoSTIOQetfsJ1HzEYmfKoJsnjlEeFkXFQGO++O9z5/r5bdDASFkuMO0RA9SCs7kzAc6hk0JOmn5wGmA0aEoamitSiC+LLnIOxqnBerP6LFrFVX5946e2a1Hj4j6K2l7UedcAxjh9zHwj/H+omgZ6CygOFGYRvTGGI8acK8wbumW13+Ai3NG8Z05RzcrfySb3LqYS7H3aMrAS5SuNKmZ0PMhd3rplYXKnzYKVTV6n4i1NvvJpbrXvmsjzx7J3YnyWnTcaS02Y+2fIuZ28JrKtRE6mCsdJox5nFNpJWgBgbWomVYR3nty+8r2hJkzejss67nqc2lEs+UpaAlxmEjHJia1jKq/e/rsLEYWF/iW9LWBCYw/b5mDhpIk7aiF3MjJVxt208rBk73Cc1Y4d2j/EApF5BsBqavTYG3mGhsqHRmHASuPHPsNpLRkWMBd88Rnxzw0GaFXibMiEHba5nF6ZnbdP+hWm/bYqY0Etb1FF7ji2Rgawf4Xkn0MG53Y/RiaogkfNOis1aiFkHMW8h/DSBmFqHBtvlIC9B49sZE3ytSYb9hSj2HgjocIij7yvAPi1iPa0yT0Rgz+WGSacurFq70hJ3TzEHh6OWO5oGRa1YYKIjD/akuoqGcz1nkbYED9HcGxA2IYs0JwKwFWKfpNHbXOnS4RJI0glORJTOm0zor5qxzJbLUYNoTrGlIxGGSKZRHuKZ0SF7CQHoOYDAi5A0ljTD5o2fG17746I7eTUaeg+Go99HW08eLj88Np3bzh3nO8dzdpwnzp7zwjlyQoc7fzp/OX9v/tvb6OFXUgW9trHcc8tpjN6t/wCStWWe</latexit>
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<latexit sha1_base64="QHQTqtb1lN160dOLf1gIv8tH1VE=">AAAJY3iclVZtb9s2EFbbvcTutqbdvg0DiKUGurYxJK9b9oICHVIEKdAPWZq4RSIjoKSTzJqiVJKK4wn6J/u6/af9gP2PHSU71UsyuARkE7yHz3Pkne7kpZwpbdv/3Lh566OPP/l0o9e//dnnX9zZvHtvrJJM+nDsJzyRbzyqgDMBx5ppDm9SCTT2OLz2ZrvG/vocpGKJONKLFCYxjQQLmU81Lp1tbu4eHm0/+O3g0fh4/Gh8tPfd2eaWPbTLQboTZznZspbj4Ozuxq9ukPhZDEL7nCp16tipnuRUauZzKPpupiCl/oxGkJcOF2SASwEJE4mP0KRcbeBorNQi9hAZUz1VbZtZvMp2munwp0nORJppEH4lFGac6ISY05OASfA1XxDq++hvRjX60WBQPuUQPB3+PJrkU+DnoPEEEgTM/SSOqQhyN6Qx44sAQppxXeSuClfz/qA/IOWlK4JQ4mWcg1a/4LqLGIxRedQ8zqKEB0UuI6/Incf2cOeHx3bRwUhYLDH2EAHVg7C6Mx7PoJJBT5p+cuphXmiIGZoqUoMuiCszDrlRhYti9V+0iI36+sRLb9ekxsN/ELW5rPWoPY5x/JD7QPj/UDcJ9BRU5inMIHx3ipzk7lRh3sDDfNse/ohbmreMaco5uV/5pN5lVML99ztGRoJcp3GtzM57mcs710wsrtX5fqVTV6n4i1NnspobrYf5VXnimDsxP0tOk4wlp8l8suVczd4SWFejJlIFY6XRjjOLTCSNAMlNaCVWhnWc3770vqIlTd6Uyjrvep6aUC75SFkCXqXgM8qJqWEJr97/ugoTh4X5Ja4pYZ6XH7bPx8RJE3HSRuxiZqyMu23jYc3Y4T6pGTu0+4x7IPUKgtUw329j4B0WKhMajQkngefuOVZ7yaiIsODnTxHf3PAySQu8TRmTl22u55em523Ti0vTi7YpYEIvbUFHbQ+bIwNZP8JeJ9DehdmP0QmqIJGLTorNWohZBzFvIdwkhogahwbb5SCvQOPbGRF8rUmK/YUo9gcQ0P4QR99VgB1bRHpaZZ4IwJzL9uNOXVg1eaUl7p5iDg5HLXc09YpascBERx7sSXUVDRd6zgJtCJ6guTcgLCSLJCMCsBVin6TB20zp0uESSJIQJyJI5k0m9FfNWGrK5ahBNKfY0pEIQySTIPPxzOiQuQQP9BxA4EVIGkmaYvPGzw2n/XHRnYxHQ8cZOr+Ptp49WX54bFhfW99aDyzH2rGeWfvWgXVs+da59af1l/X3xr+92717va8q6M0byz1fWo3R++Y/grRoBg==</latexit><latexit sha1_base64="QHQTqtb1lN160dOLf1gIv8tH1VE=">AAAJY3iclVZtb9s2EFbbvcTutqbdvg0DiKUGurYxJK9b9oICHVIEKdAPWZq4RSIjoKSTzJqiVJKK4wn6J/u6/af9gP2PHSU71UsyuARkE7yHz3Pkne7kpZwpbdv/3Lh566OPP/l0o9e//dnnX9zZvHtvrJJM+nDsJzyRbzyqgDMBx5ppDm9SCTT2OLz2ZrvG/vocpGKJONKLFCYxjQQLmU81Lp1tbu4eHm0/+O3g0fh4/Gh8tPfd2eaWPbTLQboTZznZspbj4Ozuxq9ukPhZDEL7nCp16tipnuRUauZzKPpupiCl/oxGkJcOF2SASwEJE4mP0KRcbeBorNQi9hAZUz1VbZtZvMp2munwp0nORJppEH4lFGac6ISY05OASfA1XxDq++hvRjX60WBQPuUQPB3+PJrkU+DnoPEEEgTM/SSOqQhyN6Qx44sAQppxXeSuClfz/qA/IOWlK4JQ4mWcg1a/4LqLGIxRedQ8zqKEB0UuI6/Incf2cOeHx3bRwUhYLDH2EAHVg7C6Mx7PoJJBT5p+cuphXmiIGZoqUoMuiCszDrlRhYti9V+0iI36+sRLb9ekxsN/ELW5rPWoPY5x/JD7QPj/UDcJ9BRU5inMIHx3ipzk7lRh3sDDfNse/ohbmreMaco5uV/5pN5lVML99ztGRoJcp3GtzM57mcs710wsrtX5fqVTV6n4i1NnspobrYf5VXnimDsxP0tOk4wlp8l8suVczd4SWFejJlIFY6XRjjOLTCSNAMlNaCVWhnWc3770vqIlTd6Uyjrvep6aUC75SFkCXqXgM8qJqWEJr97/ugoTh4X5Ja4pYZ6XH7bPx8RJE3HSRuxiZqyMu23jYc3Y4T6pGTu0+4x7IPUKgtUw329j4B0WKhMajQkngefuOVZ7yaiIsODnTxHf3PAySQu8TRmTl22u55em523Ti0vTi7YpYEIvbUFHbQ+bIwNZP8JeJ9DehdmP0QmqIJGLTorNWohZBzFvIdwkhogahwbb5SCvQOPbGRF8rUmK/YUo9gcQ0P4QR99VgB1bRHpaZZ4IwJzL9uNOXVg1eaUl7p5iDg5HLXc09YpascBERx7sSXUVDRd6zgJtCJ6guTcgLCSLJCMCsBVin6TB20zp0uESSJIQJyJI5k0m9FfNWGrK5ahBNKfY0pEIQySTIPPxzOiQuQQP9BxA4EVIGkmaYvPGzw2n/XHRnYxHQ8cZOr+Ptp49WX54bFhfW99aDyzH2rGeWfvWgXVs+da59af1l/X3xr+92717va8q6M0byz1fWo3R++Y/grRoBg==</latexit><latexit sha1_base64="QHQTqtb1lN160dOLf1gIv8tH1VE=">AAAJY3iclVZtb9s2EFbbvcTutqbdvg0DiKUGurYxJK9b9oICHVIEKdAPWZq4RSIjoKSTzJqiVJKK4wn6J/u6/af9gP2PHSU71UsyuARkE7yHz3Pkne7kpZwpbdv/3Lh566OPP/l0o9e//dnnX9zZvHtvrJJM+nDsJzyRbzyqgDMBx5ppDm9SCTT2OLz2ZrvG/vocpGKJONKLFCYxjQQLmU81Lp1tbu4eHm0/+O3g0fh4/Gh8tPfd2eaWPbTLQboTZznZspbj4Ozuxq9ukPhZDEL7nCp16tipnuRUauZzKPpupiCl/oxGkJcOF2SASwEJE4mP0KRcbeBorNQi9hAZUz1VbZtZvMp2munwp0nORJppEH4lFGac6ISY05OASfA1XxDq++hvRjX60WBQPuUQPB3+PJrkU+DnoPEEEgTM/SSOqQhyN6Qx44sAQppxXeSuClfz/qA/IOWlK4JQ4mWcg1a/4LqLGIxRedQ8zqKEB0UuI6/Incf2cOeHx3bRwUhYLDH2EAHVg7C6Mx7PoJJBT5p+cuphXmiIGZoqUoMuiCszDrlRhYti9V+0iI36+sRLb9ekxsN/ELW5rPWoPY5x/JD7QPj/UDcJ9BRU5inMIHx3ipzk7lRh3sDDfNse/ohbmreMaco5uV/5pN5lVML99ztGRoJcp3GtzM57mcs710wsrtX5fqVTV6n4i1NnspobrYf5VXnimDsxP0tOk4wlp8l8suVczd4SWFejJlIFY6XRjjOLTCSNAMlNaCVWhnWc3770vqIlTd6Uyjrvep6aUC75SFkCXqXgM8qJqWEJr97/ugoTh4X5Ja4pYZ6XH7bPx8RJE3HSRuxiZqyMu23jYc3Y4T6pGTu0+4x7IPUKgtUw329j4B0WKhMajQkngefuOVZ7yaiIsODnTxHf3PAySQu8TRmTl22u55em523Ti0vTi7YpYEIvbUFHbQ+bIwNZP8JeJ9DehdmP0QmqIJGLTorNWohZBzFvIdwkhogahwbb5SCvQOPbGRF8rUmK/YUo9gcQ0P4QR99VgB1bRHpaZZ4IwJzL9uNOXVg1eaUl7p5iDg5HLXc09YpascBERx7sSXUVDRd6zgJtCJ6guTcgLCSLJCMCsBVin6TB20zp0uESSJIQJyJI5k0m9FfNWGrK5ahBNKfY0pEIQySTIPPxzOiQuQQP9BxA4EVIGkmaYvPGzw2n/XHRnYxHQ8cZOr+Ptp49WX54bFhfW99aDyzH2rGeWfvWgXVs+da59af1l/X3xr+92717va8q6M0byz1fWo3R++Y/grRoBg==</latexit><latexit sha1_base64="QHQTqtb1lN160dOLf1gIv8tH1VE=">AAAJY3iclVZtb9s2EFbbvcTutqbdvg0DiKUGurYxJK9b9oICHVIEKdAPWZq4RSIjoKSTzJqiVJKK4wn6J/u6/af9gP2PHSU71UsyuARkE7yHz3Pkne7kpZwpbdv/3Lh566OPP/l0o9e//dnnX9zZvHtvrJJM+nDsJzyRbzyqgDMBx5ppDm9SCTT2OLz2ZrvG/vocpGKJONKLFCYxjQQLmU81Lp1tbu4eHm0/+O3g0fh4/Gh8tPfd2eaWPbTLQboTZznZspbj4Ozuxq9ukPhZDEL7nCp16tipnuRUauZzKPpupiCl/oxGkJcOF2SASwEJE4mP0KRcbeBorNQi9hAZUz1VbZtZvMp2munwp0nORJppEH4lFGac6ISY05OASfA1XxDq++hvRjX60WBQPuUQPB3+PJrkU+DnoPEEEgTM/SSOqQhyN6Qx44sAQppxXeSuClfz/qA/IOWlK4JQ4mWcg1a/4LqLGIxRedQ8zqKEB0UuI6/Incf2cOeHx3bRwUhYLDH2EAHVg7C6Mx7PoJJBT5p+cuphXmiIGZoqUoMuiCszDrlRhYti9V+0iI36+sRLb9ekxsN/ELW5rPWoPY5x/JD7QPj/UDcJ9BRU5inMIHx3ipzk7lRh3sDDfNse/ohbmreMaco5uV/5pN5lVML99ztGRoJcp3GtzM57mcs710wsrtX5fqVTV6n4i1NnspobrYf5VXnimDsxP0tOk4wlp8l8suVczd4SWFejJlIFY6XRjjOLTCSNAMlNaCVWhnWc3770vqIlTd6Uyjrvep6aUC75SFkCXqXgM8qJqWEJr97/ugoTh4X5Ja4pYZ6XH7bPx8RJE3HSRuxiZqyMu23jYc3Y4T6pGTu0+4x7IPUKgtUw329j4B0WKhMajQkngefuOVZ7yaiIsODnTxHf3PAySQu8TRmTl22u55em523Ti0vTi7YpYEIvbUFHbQ+bIwNZP8JeJ9DehdmP0QmqIJGLTorNWohZBzFvIdwkhogahwbb5SCvQOPbGRF8rUmK/YUo9gcQ0P4QR99VgB1bRHpaZZ4IwJzL9uNOXVg1eaUl7p5iDg5HLXc09YpascBERx7sSXUVDRd6zgJtCJ6guTcgLCSLJCMCsBVin6TB20zp0uESSJIQJyJI5k0m9FfNWGrK5ahBNKfY0pEIQySTIPPxzOiQuQQP9BxA4EVIGkmaYvPGzw2n/XHRnYxHQ8cZOr+Ptp49WX54bFhfW99aDyzH2rGeWfvWgXVs+da59af1l/X3xr+92717va8q6M0byz1fWo3R++Y/grRoBg==</latexit>
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Figure 6.13: Comparison between CRT and WORLD/STRAIGHT in terms of the
mean opinion score of the analysis/synthesis quality of speech: (a) male speakers
(bdl, ksp); and (b) female speakers (clb, slt) taken from CMU-ARCTIC database.
The error bars show 95% confidence interval.

6.4.2 Subjective Evaluation

We use standard MOS test employing 25 listeners in the age group of 21 to 30 years

with normal hearing. We used 40 speech utterances (20 - male and 20 - female

from CMU-ARCTIC database). The listening test was conducted in a soundproof

chamber and the listeners were given a Sennheiser HD 650 headphone. Since the

listening test is a time-consuming process, given the constraints due to Covid-19,

we conducted the test only for Case 3 and Case 5 in Table 6.9. For comparison, we

included STRAIGHT and WORLD vocoders. The tests were conducted in two sets.

In the first set, we compared Case 3, STRAIGHT and WORLD. In the second set,

we compared Case 5, STRAIGHT and WORLD. Case 3 indicates the joint impact

of CRT-AP and CRT-V/UV; Case 5 also includes CRT-VTF. Figure 6.12 displays

the results of MOS test for Case 3, the performance of CRT-AP and CRT-V/UV is

on par with the state-of-the-art. Figure 6.13 displays the results of MOS test for

Case 5, the performance of CRT-VTF is inferior to the existing methods.
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6.5 Speech Reconstruction Using WaveNet

WaveNet [2] is a deep generative model for audio waveform generation. A speech

waveform is time-series data and has both short-term and long-term dependen-

cies. The temporal correlations are modeled using the autoregressive model in a

probabilistic sense. The audio samples x = {x1, x2, . . . , xT } are modeled as follows:

p(x) =
TY

t=1

p(xt|x1, . . . , xt�1), (6.16)

where p(x) represents the joint density. The sample xt is therefore conditioned on

the past samples up to instant (t � 1). The accuracy of generative models could be

improved by suitably conditioning on an auxiliary feature h as follows:

p(x|h) =
TY

t=1

p(xt|x1, . . . , xt�1, h), (6.17)

where h are the mel-frequency cepstral coe�cients in the standard WaveNet model.

In our model, h corresponds to the acoustic features derived from CRT analysis.

WaveNet could be interpreted as a statistical vocoder that is based on a nonlinear

autoregressive model (Equation (6.17)) for sample generation given the past samples

and acoustic features. By conditioning the model on acoustic features, one can guide

WaveNet to produce realistic speech waveforms.

Figure 6.14 displays the architecture of WaveNet vocoder. The major blocks are

as follows.

• µ-law compression: During inference, WaveNet produces speech samples as a

function of time in an autoregressive fashion. The sampling rate and bit width

determine the complexity of the synthesis. For instance, a 16 bit representation has

216 = 65, 536 possible amplitudes, which means that at each instant, it is required to

output one out of 65,536 possible outputs – this is more challenging than a typical

classification problem. To address this issue, the speech waveform is subjected to
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Figure 6.14: The WaveNet architecture [2].

µ-law compression to reduce the dynamic range:

yt = sign(xt)
ln(1 + µ|xt|)

ln(1 + µ)
, |xt| < 1, (6.18)

where xt and yt denote the input and transformed waveform samples, respectively.

The output lies between 0 and µ � 1. The parameter µ is set to 256. After

compression, there are only 256 categories to predict from, which is a relatively

easier problem.

• Dilated causal convolutions: WaveNet uses a stack of dilated convolutional

layers to model the long-range dependencies of audio samples in Equation (6.16).

Stacking dilated convolution layers increases the temporal support of the network.

The dilation factor is increased exponentially from one layer to the next and typically

repeated after a certain limit. For example, a dilation depth of 3 and repeat of 2
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Table 6.11: Values of the design parameters in WaveNet.

Dilation depth Dilation repeat Kernel size Residual channels Skip channels µ

10 3 2 512 256 256

gives dilation factors: 1, 2, 4, 1, 2, 4 in the stack. In addition, these layers use causal

convolution, i.e., the prediction p(xt|x1, . . . , xt�1) emitted by the model at time t

does not depend on the future time-steps xt+1, xt+2, . . . , xT .

• Residual block: WaveNet uses a stack of residual blocks (see Figure 6.14) to

increase the model capacity in order to account for long-term dependencies. The

main source of non-linearity in a residual block is the gated activation unit which is

the same as the one used in PixelCNN network [160]. The conditional features are

typically at a lower sampling rate than the signal. Hence, before feeding them to

the residual block, the conditional features are upsampled to the same resolution as

the speech samples to be generated. The output of a gated activation unit in the

rth residual block is given by

z = tanh

✓
W (r)

f ⇤ x(r�1) + V (r)
f ⇤ y

◆
� �

✓
W (r)

g ⇤ x(r�1) + V (r)
g ⇤ y

◆
, (6.19)

where x(r�1) is the output of the previous residual block in the stack, y denotes the

extended time series of the original features h at the time resolution adjusted to

xr�1, �(a) = 1
1+e�a , and W (r)

f , W (r)
g , V (r)

f , V (r)
g are learnable linear transformations.

Residual and skip connections [161] are used to facilitate faster convergence and

training.

6.6 Experimental Results

We use 2 male (bdl, ksp) and 2 female (clb, slt) speakers from CMU-ARCTIC

database. The database for each of the speakers consists of 1132 sentences out of

which 1028 sentences were used for training the WaveNet, and 104 for testing (sam-

pling rate is 16 kHz). We extract the following features: pitch (F0), voiced/unvoiced
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Figure 6.15: Block diagram illustrating the training and synthesis phases in a
WaveNet vocoder using the acoustic features from CRT-based analysis.

decisions (V/UV), bandwise aperiodicity parameters (BAP), and the vocal-tract

filter (VTF). The pitch contour is linearly interpolated in unvoiced segments. We

compute 25-dimensional Mel-filterbank features from the VTF. The concatenation

of F0 (1-dim), BAP (3-dim), VTF (25-dim) gives a 29-dimensional acoustic feature,

which is used as a conditional feature (h) in WaveNet. The three BAP parameters

correspond to the frequency subbands: 0-4 kHz, 2-6 kHz, and 4-8 kHz. For compari-

son, we used 3 sets of acoustic features extracted using STRAIGHT, WORLD, and

CRT and trained corresponding WaveNet vocoders in a speaker-dependent manner.

Table 6.11 lists the parameter choices. Figure 6.15 shows the block diagram for

WaveNet training and speech reconstruction. The feature vectors are normalized to

have zero-mean and unit-variance (“Global normalization” block).
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Table 6.12: Objective scores (averages and standard deviation)
for speech reconstructed using the STRAIGHT, WORLD and
CRT (proposed) features incorporated in a WaveNet vocoder.
The scores were averaged over 104 test speech utterances for
each speaker taken from CMU-ARCTIC database.

Method bdl (male) ksp (male) clb (female) slt (female)

PESQ: Speech quality test

STRAIGHT 3.14 ± 0.19 3.40 ± 0.14 3.38 ± 0.14 3.51 ± 0.17

WORLD 3.46 ± 0.14 3.50 ± 0.12 3.49 ± 0.22 3.26 ± 0.16

CRT (proposed) 3.37 ± 0.14 3.39 ± 0.13 3.41 ± 0.17 3.65 ± 0.15

Figure 6.16: PESQ scores for the reconstructed speech waveforms corresponding to
the speakers bdl, ksp, clb, and slt by using the acoustic features from STRAIGHT,
WORLD, and CRT in the WaveNet vocoder. Both box and swarm plots are shown.
A gray dot represents the objective score corresponding to a speech utterance.

6.6.1 Objective Evaluation

Table 6.12 shows the results of objective evaluation. We observe that the performance

of CRT is on par with STRAIGHT and WORLD in the WaveNet setting. Figure 6.16

shows the PESQ scores for the reconstructed speech waveforms using acoustic features

derived from STRAIGHT, WORLD, and CRT in the WaveNet setting. We observe

that PESQ for STRAIGHT goes below 3.0 for some speech utterances in the dataset.

On the contrary, PESQ for WORLD and CRT are concentrated above 3.0 barring a

few outliers. Some synthesized speech samples are available for listening at the link:

https://jitendradhiman.github.io/waveNet.html.

https://jitendradhiman.github.io/waveNet.html
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Figure 6.17: Mean opinion scores for assessing the synthesis quality of speech
for (a) male speakers (bdl, ksp); and (b) female speakers (clb, slt) taken from
CMU-ARCTIC database. The subjective evaluation compares CRT, STRAIGHT
and WORLD features operating in a WaveNet setting. The error-bars show 95%
confidence interval.

6.6.2 Subjective Evaluation

We conduct MOS test for subjective evaluation of the synthesized speech in the

WaveNet setting. Seventeen listeners participated in the test and the test setup is

the same as mentioned in Section 6.4. We select 2 male (bdl, ksp) and 2 female (clb,

slt) from CMU-ARCTIC database. For each speaker, 5 randomly chosen speech

utterances are used for MOS evaluation. In a single trial, the subject listens to 4

speech samples comprising speech synthesized using CRT, STRAIGHT, WORLD

features in addition to the original waveform. As a result, a subject listens to a total

of 80 speech utterances. The subjects were asked to rest for 10 minutes after 20

minutes of participating in the experiment. The order of presentation is random.

Figure 6.17 displays the MOS scores for male and female speakers. We observe that

the performance of CRT features is on par with the state-of-the-art for both genders.

The MOS scores for individual speakers (bdl, ksp, clb, and slt) are displayed in

Figure 6.18, from which the same conclusion can be drawn.
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Figure 6.18: Mean opinion scores for assessing the synthesis quality of speech for (a)
bdl, (b) ksp, (c) clb, and (d) slt speakers taken from CMU-ARCTIC database. The
subjective evaluation compares CRT, STRAIGHT and WORLD features operating
in a WaveNet setting. The error-bars show 95% confidence interval.

The statistical significance of the MOS scores was determined by conduct-

ing pairwise Mann-Whitney U-test [162] for the 6 pairs: CRT-ORIGINAL,

CRT-STRAIGHT, CRT-WORLD, ORIGINAL-STRAIGHT, ORIGINAL-WORLD,

STRAIGHT-WORLD. The corresponding MOS scores from the male and female

speakers were pooled before computing the p-value for each pair. Table 6.13 shows
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Table 6.13: p-values for di↵erent pairs in Mann-Whitney
U-test to test the statistical significance of MOS values for
speech reconstructed using WaveNet.

ORIGINAL STRAIGHT WORLD

CRT < 0.001 0.003 0.004

STRAIGHT < 0.001 -·- 0.003

WORLD < 0.001 -·- -·-

the p-values — all pairwise di↵erences were found to be statistically significant.

6.7 Chapter Summary

We considered the problem of vocal-tract filter estimation using the CRT approach.

The formant bandwidths were found to be over-estimated. Since accurate formant

bandwidth estimates are required for high-fidelity speech reconstruction, we proposed

a correction method. The e↵ectiveness of the correction was demonstrated on

synthetic vowels and real speech. The accuracy of source and filter parameter

estimates was analyzed for the task of speech reconstruction in the spectral synthesis

model and WaveNet vocoder. Previous research has shown that the spectral synthesis

model is sensitive to oversmoothing of the parameters. Our findings also confirmed

that oversmoothing results in mu✏ed speech. Among the parameters estimated using

CRT, the vocal-tract filter estimate was found to be below par when incorporated in

the spectral synthesis model. However, deep learning based WaveNet vocoder proved

to be insensitive to oversmoothing. The quality of synthesized speech samples using

WaveNet operating on CRT derived features was found to be on par with that of

STRAIGHT and WORLD.
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Chapter 7

Conclusions and Outlook

The key objective of this dissertation is systematic development of techniques for

spectrotemporal analysis of speech signals. The idea is to divide a spectrogram into

smaller patches, each of which is modeled using a 2-D AM-FM cosine. We showed

that the proposed technique gave rise to several spectrotemporal representations

that highlight both source and filter parameters. The key ingredient is the complex

Riesz transform (CRT), which enables e�cient demodulation of a narrowband pitch-

adaptive spectrogram into 2-D AM and FM components that capture the filter and

source attributes, respectively.

In this chapter, we summarize our findings, highlight the main contributions of

this thesis, and discuss possibilities for further work.

7.1 Summary of the Contributions

In Chapter 2, we reviewed 2-D AM-FM cosines and discussed their Fourier-domain

properties. The 2-D AM-FM model was applied to the voiced patches, in particular,

a multicomponent one that uses a sum of weighted 2-D AM-FM cosines. The

number of terms or the order must be adapted to the speaker’s pitch. Extensive

objective evaluation on standard speech databases showed that the multicomponent

model has higher accuracy than the monocomponent model, particularly for high-

pitched sounds. This observation indicates that a multicomponent AM-FM model

is particularly better suited for female speakers. The estimation of the AM/FM

157
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parameters requires one to solve the demodulation problem in 2-D, for which we

used the complex Riesz transform.

The demodulation gave rise to the 2-D carrier spectrogram, which predominantly

contains the fundamental frequency and the AM, which highlights vocal-tract

resonances.

In Chapter 3, we examined the carrier spectrogram for di↵erent speech sounds

and showed how it could be used to decompose a speech signal into its periodic and

aperiodic components. The carrier spectrogram is particularly suited for detecting

coherent versus incoherent t-f patterns. The coherent and incoherent t-f patterns were

described using two t-f maps derived from the carrier spectrogram: the coherencegram

and orientationgram. While the coherencegram aids in identifying the harmonic

and inharmonic patterns, the orientationgram gives the local orientation. Taking

the two t-f maps jointly proved to be useful to classify t-f bins as either periodic or

aperiodic.

Chapter 4 dealt with the problem of voiced/unvoiced segmentation and aperi-

odicity estimation of speech using the carrier spectrogram. We derived novel features

from coherencegram and used them for the task of voiced/unvoiced segmentation.

Unlike the state-of-the art features which are typically obtained in the time-domain,

coherence-based features were found to be relatively insensitive to the local variations

of the speech signals. Objective evaluation showed that the coherence-based features

outperformed the state-of-the-art. Next, we used the carrier spectrogram for estimat-

ing the speech aperiodicity and derived band-wise aperiodicity parameters, which

were found to be useful for modeling the noise component in a spectral synthesis

model for the task of speech reconstruction.

In Chapter 5, we addressed the problem of pitch estimation from the carrier

spectrogram, which encodes the temporal evolution of pitch and its harmonics.

We propose two methods and showed that their performance was on par with

state-of-the-art techniques on both clean and noisy speech databases.



November 26, 2021 3:21 World Scientific Book - 9.75in x 6.5in output

Conclusions and Outlook 159

ORIGINAL IMAGE AMPLITUDE MODULATION CARRIER

(a) (b) (c)
Figure 7.1: [Image taken from Google] (a) A grayscale image of zebra; (b) the AM
component; and (c) the FM component.

In Chapters 3-5, the emphasis was on the demodulation of narrowband spectro-

gram and estimation of the source parameters from the resulting carrier spectrogram.

In Chapter 6, we argued that the pitch-adaptive spectrogram is a better candidate

for the estimation of vocal-tract filter. The bandwidths of formants have a direct

impact on the quality of speech waveform reconstructed using a spectral synthesis

model. Hence, we proposed a method to tune the formant bandwidths and conse-

quently have a better control on the quality of synthesized speech. We then showed

the e↵ect of the source and filter parameters on the quality of speech reconstructed

by using a spectral synthesis model and the WaveNet vocoder. The baseline features

were extracted using STRAIGHT and WORLD, and compared with the proposed

features.

Thus, we established that spectrotemporal analysis of speech signals using the

complex Riesz transform is a promising alternative to short-time processing.

Out of sheer curiosity, we considered the demodulation of a zebra! Figure 7.1

shows the results of the demodulation – indeed the technique separated the zebra

from its stripes.



November 26, 2021 3:21 World Scientific Book - 9.75in x 6.5in output

160

7.2 Outlook

The advantages of the spectrotemporal analysis technique are accompanied by

certain challenges. Consider a spectrogram computed using a frame-shift of 1 ms

and 1024-length discrete Fourier transform. For a 3 s long signal at 16 kHz sampling

rate, the spectrogram is of size 3000 ⇥ 512. A patch size of 600 Hz ⇥ 100 ms or

38 ⇥ 100 samples, and a hop size of 25 and 8 samples along time and frequency

dimensions, respectively, gives a total of 3000/25 ⇥ 512/8 ⇡ 7680 patches. The

demodulation takes approximately 200 s on a 20-CPU core machine. Developing

fast algorithms for demodulation is open for further research.

Oversmoothing of the estimated parameters is a shortcoming of spectrotemporal

analysis. Demodulation is e↵ectively a process of separating a signal into slowly-

varying (AM) and fast-varying (FM) components. Operating on large t-f patches

invariably introduces additional smoothing, which a↵ects the quality of synthesis,

as it happened with the formant bandwidth estimates operating in the spectral

synthesis model. Such degradation was not observed in the case of the WaveNet

model. This indicates that the smoothing e↵ects can be overcome by superior

statistical modeling. This aspect requires further investigation.

Although we alluded to the multicomponent AM-FM model, we worked largely

with the monocomponent model. Recall from Chapter 2 that the multicomponent

model parameters are estimated by patch-wise least-squares regression. The t-f maps

of ↵0,↵1,↵2, . . . ,↵K may give rise to new insights into the model. The t-f maps

of ↵0 and ↵1 are shown in Figure 7.2. We observe that ↵0 is relatively higher for

inharmonic t-f regions – this is because ↵0 is a representative of the residual error

after fitting the cosine term, and is therefore higher for inharmonic t-f regions. On

the other hand, ↵1 is higher in t-f regions containing a temporal discontinuity. For

instance, ↵1 could represent the occurrence of plosives or transient sounds.

This dissertation focused only on narrowband and pitch-adaptive spectrograms.

AM-FM analysis of wideband spectrograms has been relatively unexplored and
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Figure 7.2: (a) A speech utterance “And you always want to see it in the superlative
degree,” spoken by a female speaker; (b) its narrowband spectrogram; t-f maps of
coe�cients (c) ↵0, and (d) ↵1. The t-f maps of ↵0 and ↵1 are normalized between 0
and 1 for visualization.

might hold the key to interesting speech properties. Also, the analysis employed

spectrotemporal patches of fixed dimension. Adapting the t-f patch size is an aspect

that requires more investigation.

The proposed technique gives access to the source and filter parameters separately.

Such segregated streams of information may be useful in applications such as voice

conversion [163–165], singing voice synthesis [166], auditory chimaeras [167], etc.
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Appendix A

Obtaining the Frequency Response From

the Magnitude Response of a

Minimum-Phase Sequence

Consider a real and minimum-phase sequence h[n], and its discrete-time Fourier

transform ĥ(ej!). We show that the frequency response ĥ(ej!) can be exactly

obtained from its magnitude response |ĥ(ej!)|.

Consider the real cepstrum of h[n] given by

c̃[n] = F
�1

{ln |ĥ(ej!)|}, (A.1)

and its complex cepstrum given by

c[n] = F
�1

{ln ĥ(ej!)}, (A.2)

where F
�1 denotes the inverse discrete-time Fourier transform. The real and complex

cepstra are related as follows:

c̃[n] =
c[n] + c[�n]

2
. (A.3)

The proof is as follows. Consider

c[n] + c[�n] = F
�1

{ln ĥ(ej!) + ln ĥ(e�j!)}

= F
�1

{ln(ĥ(ej!)ĥ⇤(ej!))}

= 2F
�1

{ln |ĥ(ej!)|}

= 2c̃[n], (A.4)

163



November 26, 2021 3:21 World Scientific Book - 9.75in x 6.5in output

164

where we have used the Fourier property that ĥ(e�j!)) = ĥ⇤(ej!) for a real sequence

h[n]. The second property that is used is that the complex cepstrum of a minimum-

phase sequence is casual, i.e.,

c[n] = 0, for n < 0. (A.5)

Using Equation (A.4) and Equation (A.5), the complex cepstrum of h[n] can be

expressed in terms of its real cepstrum as follows:

c[n] =

8
>>><

>>>:

0, for n < 0,

c̃[n], for n = 0,

2c̃[n], for n > 0.

(A.6)

Hence, in order to recover ĥ(ej!) from |ĥ(ej!)|, one can compute the real cepstrum

using Equation (A.1) and the complex cepstrum using Equation (A.6). The frequency

response is obtained by plugging the complex cepstrum in Equation (A.2).
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Appendix B

Least-Squares Overlap-Add in 2-D

The 2-D overlap-add method is used to reconstruct the spectrogram from its spec-

trotemporal patches. Let Si,j
W (t,!) denotes the (i, j)th windowed spectrogram patch.

An approximation of the reconstructed spectrogram S̃(t,!) from its windowed

patches is obtained by solving the following optimization problem:

arg min
S̃(t,!)

X

i,j

✓
S̃(t,!)W (t � iT,! � jF ) � Si,j

W (t,!)

◆2

, (B.1)

where W (t,!) denotes the 2-D window, T and F denote the hop sizes along time and

frequency axes, respectively. The cost function given in Equation (B.1) is minimized

by computing its derivative with respect to S̃(t,!) and setting it to zero:

X

i,j

✓
S̃(t,!)W (t � iT,! � jF ) � Si,j

W (t,!)

◆
W (t � iT,! � jF ) = 0, (B.2)

which gives

S̃(t,!) =

X

i,j

S̃i,j
W (t,!)W (t � iT,! � jF )

X

i,j

W 2(t � iT,! � jF )
.

The above formula gives the reconstructed spectrogram by using 2-D overlap-add of

the spectrotemporal patches in the least-squares sense (2-D OLA-LSE).

165
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[114] A. H. Shandiz and L. Tóth, “Voice activity detection for ultrasound-based silent

speech interfaces using convolutional neural networks,” arXiv:2105.13718, 2021.

[Online]. Available: https://arxiv.org/abs/2105.13718

[115] M. Wang, Q. Huang, J. Zhang, Z. Li, H. Pu, J. Lei, and L. Wang, “Deep learning

approaches for voice activity detection,” in The International Conference on Cyber

Security Intelligence and Analytics. Springer, 2019, pp. 816–826.

[116] K. Struwe, “Voiced-unvoiced classification of speech using a neural network trained

with lpc coe�cients,” in 2017 International Conference on Control, Artificial Intelli-

gence, Robotics & Optimization (ICCAIRO). IEEE, 2017, pp. 56–59.

[117] J. Zeremdini, M. A. B. Messaoud, and A. Bouzid, “Two-speaker voiced/unvoiced

decision for monaural speech,” Circuits, Systems, and Signal Processing, pp. 1–17,

https://arxiv.org/abs/2105.13718


November 26, 2021 3:21 World Scientific Book - 9.75in x 6.5in output

Bibliography 179

2020.

[118] T. Drugman and T. Dutoit, “Glottal closure and opening instant detection from

speech signals.” in Proc. Interspeech, 2009, pp. 2891–2894.

[119] P. C. Bagshaw, S. M. Hiller, and M. A. Jack, “Enhanced pitch tracking and the pro-

cessing of F0 contours for computer aided intonation teaching,” in Proc. Eurospeech,

pp. 1003–1006, 1993.

[120] S. R. Kadiri and B. Yegnanarayana, “Analysis of aperiodicity in artistic Noh singing

voice using an impulse sequence representation of excitation source,” The Journal of

the Acoustical Society of America, vol. 146, no. 6, pp. 4446–4457, 2019.

[121] H. Kawahara, O. Fujimura, and Y. Konpaku, “Voice quality of artistic expression

in Noh: An analysis-synthesis study on source-related parameters,” Journal of the

Acoustical Society of America, vol. 120, no. 5, pp. 3028–3028, 2006.

[122] V. K. Mittal and B. Yegnanarayana, “Study of characteristics of aperiodicity in noh

voices,” Journal of the Acoustical Society of America, vol. 137, no. 6, pp. 3411–3421,

2015.

[123] R. McAulay and T. Quatieri, “Speech analysis/synthesis based on a sinusoidal

representation,” IEEE Transactions on Acoustics, Speech, and Signal Processing,

vol. 34, no. 4, pp. 744–754, 1986.

[124] H. Kawahara, J. Estill, and O. Fujimura, “Aperiodicity extraction and control

using mixed mode excitation and group delay manipulation for a high quality

speech analysis, modification and synthesis system (STRAIGHT),” in Proc. Second

International Workshop on Models and Analysis of Vocal Emissions for Biomedical

Applications, 2001.

[125] H. Kawahara and M. Morise, “Simplified aperiodicity representation for high-quality

speech manipulation systems,” in Proc. 2012 IEEE 11th International Conference

on Signal Processing, vol. 1, pp. 579–584.

[126] H. Kawahara, M. Morise, T. Takahashi, R. Nisimura, T. Irino, and H. Banno,

“TANDEM-STRAIGHT: A temporally stable power spectral representation for pe-

riodic signals and applications to interference-free spectrum, F0, and aperiodicity

estimation,” in Proc. 2008 IEEE International Conference on Acoustics, Speech and

Signal Processing (ICASSP). IEEE, 2008, pp. 3933–3936.

[127] M. Morise, “D4C, a band-aperiodicity estimator for high-quality speech synthesis,”

Speech Communication, vol. 84, pp. 57–65, 2016.



November 26, 2021 3:21 World Scientific Book - 9.75in x 6.5in output

180

[128] H. Kawahara, Y. Agiomyrgiannakis, and H. Zen, “Using instantaneous frequency

and aperiodicity detection to estimate F0 for high-quality speech synthesis,”

arXiv:1605.07809, 2016. [Online]. Available: https://arxiv.org/pdf/1605.07809.pdf

[129] F. J. Harris, “On the use of windows for harmonic analysis with the discrete Fourier

transform,” Proceedings of the IEEE, vol. 66, no. 1, pp. 51–83, 1978.

[130] T. T. Wang and T. F. Quatieri, “Towards co-channel speaker separation by 2-D

demodulation of spectrograms,” in Proc. IEEE Workshop on Applications of Signal

Process to Audio and Acoustics, Oct. 2009, pp. 65–68.

[131] B. Gold, N. Morgan, and D. Ellis, Speech and Audio Signal Processing: Processing

and Perception of Speech and Music. John Wiley & Sons, 2011.

[132] N. K. Sharma and T. V. Sreenivas, “Time-varying sinusoidal demodulation for

non-stationary modeling of speech,” Speech Communication, vol. 105, pp. 77–91,

2018.

[133] P. N. Garner, M. Cernak, and P. Motlicek, “A simple continuous pitch estimation

algorithm,” IEEE Signal Processing Letters, vol. 20, no. 1, pp. 102–105, 2012.

[134] A. S. Spanias, “Speech coding: A tutorial review,” Proceedings of the IEEE, vol. 82,

no. 10, pp. 1541–1582, 1994.

[135] A. M. Zimmer, B. Dai, and S. A. Zahorian, “Personal computer software vowel

training aid for the hearing impaired,” in Proc. 1998 IEEE International Conference

on Acoustics, Speech and Signal Processing (ICASSP), vol. 6, pp. 3625–3628.

[136] P. Ghahremani, B. Baba Ali, D. Povey, K. Riedhammer, J. Trmal, and S. Khudanpur,

“A pitch extraction algorithm tuned for automatic speech recognition,” in Proc. 2014

IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP),

pp. 2494–2498.

[137] Z. Inanoglu, “Transforming pitch in a voice conversion framework,” St. Edmond’s

College, University of Cambridge, Tech. Rep, 2003.

[138] D. Childers, B. Yegnanarayana, and K. Wu, “Voice conversion: Factors responsible

for quality,” in Proc. 1985 IEEE International Conference on Acoustics, Speech, and

Signal Processing (ICASSP), vol. 10, pp. 748–751.

[139] M. Eskenazi, “Using automatic speech processing for foreign language pronunciation

tutoring: Some issues and a prototype,” Language learning & technology, vol. 2,

no. 2, pp. 62–76, 1999.
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